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1

Introduction

A Paradigm Shift in Crisis Management

Consider the following crises:

On August 14, 2003, a snapped tree limb triggered the largest 
 electrical blackout that North America has ever experienced. About 
60 million people in the northeastern United States and southern 
Canada lost power, equivalent to the entire population of France 
or Britain. Looting broke out in several major cities darkened by 
the blackout, which included New York, Detroit, Cleveland, and 
Toronto. Economic losses totaled about $12 billion. An offi cial 
with PJM Interconnection, a consortium that coordinates East 
Coast power transmission, commented, “Nobody saw this com-
ing. . . . None of us drew the proper conclusions about what was 
going to happen.” (Behr & Barbaro, 2003)

In June 1999, fi ve European countries banned Coca-Cola from store 
shelves after nearly 200 people, many of them children, became 
sick from drinking Coke. Two separate batches of ill-smelling but 
non-toxic Coke in France and Belgium became linked in media 
coverage. The story acquired further negative associations because 
it followed on the heels of earlier media coverage of a Belgian food 
scare involving sheep feed tainted with cancer-causing dioxin. 
That association, in turn, encouraged connections with mad cow 
disease, all worsened by the European public’s anxieties about 
genetically altered foods—illogical, unscientifi c, and not amena-
ble to public relations mitigation. Media coverage of the debacle 
reversed prior positive depictions of Coke, which had until then 
enjoyed a good reputation in Europe. (Murphy, 2000; Taylor, 2000)

In December 2006, former Enron CEO Jeffrey Skilling began serv-
ing a 24-year jail term for leading his fi rm into an $11 billion scan-
dal. With more than 21,000 employees in 40 countries, Enron once 
was one of the fastest growing energy companies in the world, the 
seventh largest corporation in the United States. However, expo-
sure of fi nancial malfeasance under Skilling initiated a “corporate 
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meltdown” in 2001 that destroyed Enron and damaged major cor-
porations with which it had done business, including the account-
ing fi rm Arthur Andersen and the securities fi rm Merrill Lynch. 
Legislative and reputational fallout from the Enron scandals spread 
throughout the American business community, involving such 
corporations as WorldCom, Xerox, Halliburton, ImClone, Kmart, 
Lucent, and Tyco International. Enron, once listed among Fortune 
magazine’s “most admired” companies, has become a symbol for 
corporate corruption. (Conrad, 2003; Seeger & Ulmer, 2003)

As different as these three crises are, they share important fundamen-
tals. Within a matter of days or weeks, each crisis radically redefi ned the 
reputation of a person, a company, or an industry in ways that would 
take years to reverse—if indeed they could be improved at all. Each one 
involved the spread of a crisis situation along routes that either could 
not have been anticipated or could not be controlled once set in motion. 
In each case, highly competent public relations professionals proved 
unable to modify the triggering events or channel the crises along less 
damaging lines. These factors raise one of the central questions of crisis 
management: To what extent can communicators actually perform their 
expected role to anticipate and head off crises or to guide their organiza-
tions through crises with the least possible damage to reputation?

In this book, we address that question by emphasizing the role of 
contingency, uncertainty, and happenstance; the unexpected confl uence 
of unrelated events; and the destabilizing infl uence of rapidly chang-
ing circumstances. These are all central factors in crises, and most of 
the crisis literature seeks to mitigate them by simplifying the deci-
sion environment and standardizing decision making. In contrast, our 
approach maintains a vision of the changeable and complex nature of 
crises, and it looks for ways to operate within that very real-world envi-
ronment of confusion, unforeseen events, and missing information. This 
approach fundamentally differs from the dominant paradigms of crisis 
communication.

Because of their potential for cataclysmic damage, crises have become 
one of the most extensively studied phenomena in public relations. The 
trend in such studies has been toward scientifi c management, endowing 
public relations with increasingly specifi c techniques for crisis anticipa-
tion and response. The implication is that if public relations profession-
als diligently follow these prescriptive steps, they can avoid or mitigate 
nearly every crisis.

A dominant paradigm has emerged within the crisis communication 
literature. Organizations are urged to prepare as much as possible dur-
ing noncrisis times so that they will be able to act swiftly and effec-
tively to prevent and manage any untoward situations that arise. This 
preparation process generally puts the emphasis on gathering and ana-
lyzing information about the organization’s environment before any cri-
sis occurs. Indeed, many authors rank environmental monitoring and 
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establishing clear internal and external communication channels among 
the most important aspects of crisis preparedness (Coombs, 2007; Mitroff 
& Anagnos, 2001; Regester & Larkin, 2005). These and other experts argue 
that early awareness of potential crisis situations is one of the best forms 
of defense for organizations, and therefore they urge managers to invest 
considerable material and human resources in these areas. During the 
crisis, most experts emphasize dissemination of information, as well as 
monitoring audience reactions and concerns (Barton, 1993, 2001; Fearn-
Banks, 2007; Fink, 1986; Ulmer, Sellnow, & Seeger, 2007). After a crisis 
has passed, organizations are encouraged to study their experience and 
draw lessons to be used in the future (Fishman, 1999; O’Rourke, 1996; 
Smallman & Weir, 1999).

In this book, however, we argue that successful crisis management 
is not guaranteed by scientifi c planning and prescriptive decision mak-
ing. Rather, the nature of the organization, the crisis, and the environ-
ment exert important infl uences on outcomes, infl uences that even the 
most skilled professional cannot fully control but can learn to work with 
adeptly. In fact, overly rigid crisis planning procedures can raise false 
expectations among managers that make communication less effective 
when a crisis hits or make public relations staff appear incompetent if 
they do not achieve success by following these procedures. For exam-
ple, Hearit and Courtright (2004) described an “information engineering 
approach” to crisis planning that sees “crises as objective events whose 
meaning is both predetermined and self-evident” (p. 204). They argued 
that this type of approach presents a limited view of crises as simple 
calculations involving factors such as crisis type and locus of responsi-
bility. Furthermore, in this view crises are the result of forces external 
to the organization that require a direct and identifi able response. Thus 
crises visit from outside and, in most current approaches, can be han-
dled primarily by external communications, such as media relations.

This emphasis on external factors means that most crisis communica-
tion literature does not pay enough attention to how information travels 
within and between organizations or how knowledge develops beyond 
the level of information. In addition, there needs to be more attention 
to how organizations fi nd out about, make sense of, make decisions for, 
and learn from rapidly changing situations such as those encountered in 
a crisis. The ability to prepare for, manage, and comprehend the after-
math of crises relies heavily on the creation and retention of knowledge 
through organizational learning (Appelbaum & Goransson, 1997; Nonaka 
& Konno, 1998). Therefore, we need a stronger connection between crisis 
management and knowledge management that addresses how individu-
als and groups acquire and transfer knowledge and information within 
an organization.

Finally, the scientifi c management of crises encourages a focus on pre-
diction and control that can easily overstate predictability. This detailed 
planning approach often deliberately oversimplifi es the complex: By 
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reducing the uncertainty of the situation to a set of rules and steps, the 
perceived risk is reduced, and the world is made to appear more con-
trollable (Dörner, 1996). However, this approach deemphasizes the mul-
tiplicity of other factors that can aggravate organizational crises. To use 
our opening examples, in the case of the Coke scare in Europe, public 
relations staff could neither predict nor control the subconscious asso-
ciation between tainted Coke and mad cow disease. Nor could Enron’s 
public relations staff have predicted that the very practices that earned 
the company half a dozen “most innovative” and “most admired” awards 
from Fortune magazine would suddenly drag down both Enron and 
its affi liates (“Enron Named Most Innovative,” 2001). As Weick (2001) 
observed, apparently minor problems can spiral from “small, volitional 
beginnings” into major crisis situations as “small events are carried 
forward, cumulate with other events, and over time systematically con-
struct an environment that is a rare combination of unexpected simulta-
neous failures” (p. 228).

This book’s approach to crises follows more from Weick’s observa-
tion than from most experts’ advice about crisis communication. Our 
approach emphasizes coping with the unexpected and uncertain; it 
depends on evolving learning as much as advance planning; it builds 
on concepts from psychology and physics, in addition to communication 
and business; and it views crises as largely endogenous to organizations 
in both cause and cure.

Our basic model is complexity theory, or the study of interaction pro-
cesses within complex systems, including social systems such as organi-
zations. We begin with a fundamental defi nition of a complex system as 
one in which “the interaction among constituents of the system, and the 
interaction between the system and its environment, are of such a nature 
that the system as a whole cannot be fully understood simply by ana-
lyzing its components. Moreover, these relationships are not fi xed, but 
shift and change, often as a result of self-organisation” (Cilliers, 1998, 
pp. viii–ix). This defi nition captures the sense of contingency, of rapid 
change, of limited predictability and control, that characterize organiza-
tional crises. It is the foundation for multiple additional characteristics 
of complex systems that will be described in chapter 3.

Given its focus on organizational relationships, complexity theory has 
attracted widespread attention among organizational theorists, especially 
the management community (Ashmos, Duchon, & McDaniel, 2000; Dent, 
1999; Haeckel, 1999; Lissack, 1997; Lissack & Roos, 1999; McElroy, 2000; 
McKelvey, 1999; Stacey, 2001; van Uden, Richardson, & Cilliers, 2001). 
However, it can pose serious challenges to embedded organizational 
practices. Complexity theory accepts and embraces uncertainty, ambigu-
ity, confl ict, and error to an uncomfortable extent for those accustomed 
to seeking linear predictability and control (Mirvis, 1996).

At the same time, by acknowledging the disorder of everyday occur-
rences rather than attempting to simplify them for clarity, complexity 
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theory offers a potentially powerful tool for managers who must face a 
multifaceted and rapidly changing world. Complexity theory has par-
ticular relevance to organizational crises because of its focus on uncer-
tainty and unpredictability and the central role it affords relationships 
and the communicative process. It thereby creates a link between crisis 
management and organizational learning, and it suggests new ways for 
organizations to approach both these areas from a practical standpoint. 
A complexity-based approach emphasizes fl exibility and alertness over 
standardized or preplanned response to threats; it takes into account 
the unpredictable nature of crises as they unfold; and it suggests how 
organizations can best learn from their own experiences and those of 
others.

Like many others, we differentiate between the terms crisis manage-
ment and crisis communication. Despite our roots in communication, 
in this book we prefer to speak in terms of “management” rather than 
“communication.” We do so for several reasons.

First, we want to distinguish our approach from the tactical emphasis 
of much crisis literature, which is action-oriented, favoring what to do 
rather than why crises happen and how to mitigate them in the long run 
(see Kersten, 2005). In that pragmatic view, communication can appear 
to be simply tactical. Instead, we wanted to emphasize the comprehen-
sive mind-set involved in crises—a mind-set that penetrates all activities 
of an organization, that both sets crises in motion to begin with and 
governs how organizations respond to them. We initially hesitated to 
use the term management because it implies a level of control that, we 
argue, does not exist in most crisis situations. However, management 
also implies a comprehensive, strategic worldview that we believe is 
fundamental to understanding crises.

Second, the implications of the complexity and expert learning 
approaches we advocate in this book go far beyond crisis situations. 
If fully implemented, our complexity-based model would be enacted 
in everyday business practices and even organizational structure. 
Ultimately, an organization capable of this type of crisis management 
may be best poised to confront challenges of every kind in the busi-
ness environment—demonstrating competent management in a general 
sense.

One way to develop a new perspective on organizational problems 
is to “take an existing knowledge management issue and associated 
organic practice, reviewing it in the context of complexity theory, and 
applying the revisions in a visible way that on articulation enables a 
shift in thinking and understanding” (Snowden, 2000, p. 55). With these 
recommendations in mind, this book pursues four aims. First, we look at 
the evolution of crisis communication during the past 20 years, showing 
how a dominant paradigm of planning and control came to be estab-
lished. Second, we offer an overview of complexity theory, showing how 
it may be applied to organizations in general and to crisis management 
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and learning in particular. Third, we examine the role of knowledge 
and learning in organizations from a new perspective, that of complex 
responsive processes. Fourth, we critique the most commonly accepted 
approaches to crisis management—particularly the role of information, 
knowledge, and learning—from the perspective of complexity-based 
thinking. Finally, we use the tools provided by complexity theory to 
suggest a new approach to crisis management and to propose ways in 
which this complexity-based framework may inform practical applica-
tions to organizational behavior before, during, and after crises.



Part I

COMPLEXITY, CRISIS, AND CONTROL
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Case History

The Spinach Contamination Crisis

In September 2006, an outbreak of E. coli infections swept through the 
United States, resulting in 199 cases of illness in 26 states, plus three 
deaths (Burros, 2007). The Food and Drug Administration (FDA) issued 
a warning to consumers to avoid bagged and other fresh spinach, 
including salad mixes containing spinach leaves, and six producers 
issued a nationwide recall of their products. The outbreak was eventu-
ally traced to four farms in California’s Salinas Valley, whose produce 
was packed and distributed under more than 30 different brand names 
throughout the country and also exported to Canada. The bacteria 
allegedly originated at a nearby cattle ranch, although the exact means 
of contamination has not yet been determined as of this writing (see 
Burros, 2007).

The story of the outbreak fi rst broke on September 15 and was cov-
ered by newspapers around the country. Somewhat ironically, just
days before, the Los Angeles Times had run an article about the
broader problem of recurring E. coli contamination from California 
produce, noting that the FDA had ordered heightened inspections to 
attempt to explain the phenomenon. The article also mentioned the
diffi culty of performing such investigations after an outbreak, explain-
ing that “it can be weeks before an infected person is properly diag-
nosed and even longer before public health offi cials determine that 
there is an outbreak” (Lin, 2006, p. B1) and further noted that contami-
nated crops may well have been tilled under by the time an investiga-
tion is under way.

These statements proved prophetic but also understated the ramifi ca-
tions of produce contamination. Initial accounts of the problem indicated 
that victims had been identifi ed in Michigan, Wisconsin, Connecticut, 
Idaho, Indiana, New Mexico, Oregon, and Utah. The fi rst victims had 
become infected near the end of August, 2 to 3 weeks before the story 
was publicized (“Feds: Don’t Eat Your Spinach,” 2006). Both the elapsed 
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time and the vast territory affected by the contamination complicated 
investigators’ efforts to pinpoint its source.

Although the FDA ban ultimately remained in effect for less than 
3 weeks, the spinach crisis had widespread and lasting effects. The 
outbreak affected conventional and organic growers of various types of 
produce, processed food manufacturers, distributors from Whole Foods 
to regular supermarket chains to small independent grocers, farmers’ 
markets, restaurants, and others. Reported packaged spinach sales in 
December 2006 were down 37% from the same period in 2005, despite 
the FDA having lifted its ban more than 2 months earlier. Costco did 
not begin selling spinach again until January 2007 and instituted its 
own quality control measures aimed at preventing future incidences of 
contamination (Schmit, 2007).

The spinach contamination illustrates the dense interconnectedness 
of players in the food system, a complex system consisting of produc-
ers, handlers, distributors, restaurateurs, consumers, and regulators. 
Crisis issues in this system frequently originate at the point of con-
sumption, when outbreaks of food-borne illness or deaths trigger an 
investigation into the sources of contaminated or tainted foods (see, 
e.g., Fearn-Banks, 2007; Gonzalez-Herrero & Pratt, 1995; Paraskevas, 
2006). In part as a result of the effects of this increasingly complex 
production and supply system, food safety concerns are growing among 
consumers (Hosansky, 2002; Pollan, 2006). Situations such as mad cow 
disease and the avian fl u both represent serious health and economic 
threats, as do the recent issues with pet food containing melamine-
contaminated rice, wheat, and corn gluten imported as additives from 
countries as far-fl ung as China and South Africa (see, e.g., Hosansky, 
2002; Reeves, 2002; Weise & Schmit, 2007; see part III of this book for 
more discussion of the pet food crisis).

These examples illustrate another side effect of complex organiza-
tional systems, namely that crises often cannot be contained within a 
single organization, geographical area, or economic sector. The spinach 
contamination issue is thus a form of organizational crisis that is not 
contained within a single organization but affects an interlocking set of 
actors in various domains.

The next two chapters in this section provide an overview of
current crisis management literature and theories of complexity. The 
outbreak of E. coli-contaminated spinach offers an example of some of 
the limitations of mainstream crisis management approaches and
a fi rst glimpse at how theories of complexity can help researchers and 
practitioners gain a better understanding of the ways crises emerge
and evolve.
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2

Crisis Communication

The Evolution of a Field

Organizations have been responding to crises since the very fi rst tribe 
faced a drought, death of a chief, or enemy attack. However, organiza-
tional crisis management is a relatively new specialization for both aca-
demic study and professional practice. During its rapid evolution over 
the past 20 years, the fi eld of crisis communication has been fed by mul-
tiple disciplines, each with its own theoretical focus, defi nitional issues, 
teleological assumptions, and practical recommendations. In this chap-
ter we look briefl y at the evolution of the fi eld and examine its dominant 
perspectives.

Defi nitional Issues

One of the fi rst matters to address, and one that may never be entirely 
resolved, is the defi nition of what constitutes a crisis. Many authors have 
noted the paradox inherent in a crisis: the simultaneous potential for 
both destruction and opportunity. At its inception in the early days of 
medicine, the term crisis referred to the critical turning point of an ill-
ness when the patient’s fate hung in the balance. Since then it has come 
to mean “a relatively short period of confusion or turbulence which leads 
to a transition from one [state] to another” (Burke, 2000, p. 203). 

The Chinese term for crisis is often mentioned because it combines 
the ideographs for “danger” and “opportunity” (Fink, 1986). The Western 
view of crisis shares this ambivalence, with most crisis defi nitions invok-
ing this duality. Hence Fearn-Banks (2007) defi ned a crisis as “a major 
occurrence with a potentially negative outcome affecting an organiza-
tion, company, or industry, as well as its publics, products, services, or 
good name” (p. 2). However, she also noted that effective management of, 
and communication about, crises can actually improve an organization’s 
reputation. Similarly, Bronn and Olson (1999) saw crises as the product 
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of “either a threat or opportunity that arises from internal or external 
issues that may have a major impact on an organization” (p. 355). 

The particular factors emphasized in a given defi nition of crisis dif-
fer widely, as they refl ect divergent views of both causes and solutions. 
Some authors have emphasized the role of human agency in defi ning a 
crisis. For example, Linke (1989) identifi ed four types of crises according 
to how much time they allowed for managerial response. The fi rst type 
is an exploding crisis, such as an accident or natural disaster, a specifi c 
event with instantaneous consequences. The second is an immediate 
crisis, such as a government hearing or a TV news report, that catches 
the organization by surprise but still leaves some time to prepare a 
response. The third is a building crisis, such as layoffs or an upcoming 
Congressional vote, which an organization can anticipate and take steps 
to infl uence. Finally there is a continuing crisis, such as asbestos liabil-
ity or public debates on issues such as gun control or stem-cell research, 
in which the crisis builds slowly and will not easily dissipate. 

Others have extended the construct of crisis to include not simply a 
description of the event per se and how it is managed but also its effect 
on the members of the organization and other stakeholders. Indeed, many 
authors agree that a situation becomes a crisis when one or more stake-
holder groups perceive it as such. A rumor, or simply the perception of 
a “crisis event,” is suffi cient to trigger a response, regardless of whether 
the rumor or perception is grounded in fact (Coombs, 2007; Fearn-Banks, 
2007). As Weick (1995) noted, meaning is not intrinsic to an experience 
but lies “in the kind of attention that is directed to this experience” 
(p. 26). Thus how an event is perceived and how it affects the people 
linked to an organization, both individually and as a group, will deter-
mine whether or not it is classifi ed as a crisis and how it is subsequently 
handled. Lerbinger (1997) pointed out that when a crisis follows a slow, 
cumulative buildup, the crisis threshold is more likely to be defi ned by 
outsiders—media, regulators, whistle-blowers, activists—and also more 
likely to involve managers who have ignored early warning signals.

The spinach contamination described in the introduction to this 
chapter illustrates the limitations of some of these defi nitions of crises 
and how each tends to focus attention on certain aspects while neglect-
ing others. For example, one facet viewed differently by various scholars 
is timing: The fi rst victims were affected in late August, health offi cials 
began investigating in early September, and the outbreak fi rst became 
known to the general public in mid-September. Furthermore, the prob-
lem of recurring E. coli contamination of California produce had already 
been tagged by federal offi cials as a matter for investigation. Where, 
then, does one place the beginning of the crisis? Would it be consid-
ered a crisis defi ned by outsiders or by one or more of the organizations 
directly involved? For public health specialists and California growers, 
the spinach outbreak might be seen as part of a larger pattern or ongoing 
issue, whereas for much of the public it emerged suddenly and without 
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warning. Those who knew or knew of the early victims would have yet 
another perspective on the timing of the crisis. 

Responding further to these issues of timing and warning, research-
ers have defi ned crises by their psychological attributes, particularly 
what it feels like to be involved in a crisis from a manager’s point of 
view. Hence Lerbinger (1997) and Lagadec (1993) described three psy-
chological issues that beset managers facing a crisis: extreme time pres-
sures to act, lack of clarity about what is the best action to take, and 
an element of surprise. A crisis defi nition by Pearson and Clair (1998) 
similarly highlights the subjective perception of organizational crisis: 
“An organizational crisis is a low-probability, high-impact situation 
that is perceived by critical stakeholders to threaten the viability of the 
organization and that is subjectively experienced by these individuals 
as personally and socially threatening” (p. 66). That description comes 
close to Morin’s view of a crisis as “always a progression of disorders, 
instabilities and hazards” in which the immediate future is uncertain 
(1992, p. 14). It leads to Weick’s (1993) term for the psychological impact 
of crisis as a cosmology episode that jolts an individual’s entire belief 
system. Although not everyone involved in the spinach contamination 
was surprised, it is safe to assume that it was considered a serious threat 
by stakeholders ranging from growers to distributors to consumers and 
shook the nation’s confi dence in the safety of the food system. 

Crises can also be defi ned according to cause. This approach was 
taken by Lerbinger (1997), who organized his examination of crises 
around seven different types: (1) natural, (2) technological, (3) crises of 
confrontation, (4) crises of malevolence, (5) skewed management values, 
(6) deception, and (7) management misconduct. A similar, though simpli-
fi ed, approach was taken by Small (1991), who reduced Lerbinger’s seven 
types of crises to four categories. Small’s fi rst type of crisis is technologi-
cal and involves fl aws in equipment design, major accidents at indus-
trial facilities, product recalls, mishaps involving hazardous wastes, and 
transportation disasters. His second category of crisis is societal, rang-
ing from kidnapping to war to sabotage (crises of “confrontation” and 
“malevolence,” in Lerbinger’s phrase [pp. 112, 144]). The third type of 
crisis is natural disaster, and the fourth is managerial or systemic types 
of crises, such as charges of wrongdoing by a corporation or its offi cers, 
plant shutdowns, worker layoffs, charges of excessive profi ts, business 
rumors, and allegations of illegal dealings by an organization in a for-
eign country. All but the last of these cause-related defi nitions encour-
age a view of crisis in terms of events impinging from the outside, to 
which the organization then reacts.

Other authors have favored crisis defi nitions that emphasize business 
impacts. Hence Barton (1993, 2001) listed 14 kinds of crisis events that 
commonly affect businesses, ranging from embezzlement and environ-
mental accidents to employee shootings and bankruptcy. Meyers and 
Holusha (1986), authors of one of the earliest books on crises, identifi ed 
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nine types of business crises: (1) public perception, (2) sudden market 
shift, (3) product failure, (4) top management succession, (5) cash, (6) 
industrial relations, (7) hostile takeover, (8) adverse international events, 
and (9) regulation and deregulation. More recently, Mitroff (2004) and 
many of his coauthors (e.g., Mitroff & Anagnos, 2001; Mitroff & Pearson, 
1993; Pauchant & Mitroff, 1992) designed a complex taxonomy of cri-
ses according to the type of business event initiated. They proposed six 
clusters or crisis categories: (1) economic attacks on proprietary informa-
tion that come from outside the fi rm; (2) information attacks that come 
from outside and directly threaten the fi rm’s economic well-being; (3) 
“breaks,” or internal malfunctions; (4) megadamage, referring to major 
catastrophes such as Bhopal or Chernobyl; (5) “psycho” crises such as 
terrorism, sabotage, or product tampering; and (6) occupational health 
diseases: slow-onset, simmering crises such as asbestos liability or Gulf 
War syndrome. Approaching crises from the victims’ angle, Gottschalk 
(1993) categorized three types of crisis according to who gets hurt: busi-
ness calamities, such as bankruptcies or oil spills; consumer troubles, 
such as defective products; and human tragedies, such as employee vio-
lence or airplane crashes.

No matter what attributes they choose to highlight, all crisis taxon-
omists emphasize that their categories are not mutually exclusive. For 
example, the 1986 gas leak that killed nearly 4,000 people in Bhopal, 
India, was a technological disaster but was quickly compounded by bad 
crisis management on the part of Union Carbide and became a mana-
gerial crisis (Weick, 1988). Similarly, 2005’s Hurricane Katrina was a 
natural disaster compounded by managerial incompetence at all levels 
of government. The E. coli contamination combined multiple, uncertain 
causes with structural factors that exacerbated the crisis, such as the 
produce packing and distribution system that allowed the contaminated 
spinach to be distributed throughout the country. Despite this linkage, 
some authors seek to separate these aspects, making a critical distinc-
tion between a natural disaster, emergency, or technological crisis on the 
one hand and a “crisis of legitimacy” on the other (Massey, 2001). Hence 
Mitroff and Anagnos (2001) described crises as “man-made or human-
caused” events, rather than natural disasters, in order to distinguish the 
crisis management fi eld from risk and emergency management. 

In contrast, we contend that managerial attitudes and behaviors before, 
during, and after crises have a direct link to the crisis of legitimacy that 
ensues. For example, Fearn-Banks (2007) defi ned crisis management as “a 
process of strategic planning for a crisis or negative turning point” that is 
linked to crisis communication as “the dialog between the organization 
and its publics prior to, during, and after the negative occurrence” (p. 2).
She thereby defi ned both management and communication as parts of 
the same process. Similarly, although Coombs’s authoritative book on 
crises (2007) focused almost exclusively on communication issues, he 
referred to his approach as “crisis management.” Like those authors, we 
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do not separate communication from other management actions. That 
is one reason why this book adopts the practices of most other crisis 
literature by considering communication as one component—albeit the 
central one—in a larger complex of crisis management.

This inclusiveness is important because the particular features 
emphasized in a given defi nition of crisis can have a profound impact on 
the resulting scholarly theories and on the behaviors manifested by the 
organization. Pearson and Clair (1998) noted that discussions of organi-
zational crises vary considerably according to the different disciplines 
or perspectives referenced by authors. They identifi ed three broad per-
spectives—psychological, social-political, and technological-structural—
and examined the effect of each approach on the “4Cs” for crisis studies: 
the causes attributed for crises within each discipline; the consequences 
of crises; the cautionary measures advocated to prevent crises or mini-
mize impact; and the coping techniques suggested in response to cri-
sis occurrences. (A brief summary of their classifi cation is presented in 
table 2.1.) They concluded that crisis management has suffered from a 
fragmented paradigm, and they recommended that scholars and practi-
tioners attempt to synthesize the three approaches into a single, multidi-
mensional perspective. This chapter, and this book as a whole, attempts 
such an approach by examining mainstream assumptions about crisis 
communication in the light of a metatheory of complex systems.

Evolution of the Crisis Communication Discipline

Most authors trace the origin of the crisis communication fi eld to 
the fi rst Tylenol tampering case in 1982 (Alexander, 2000; Mitroff & 
Anagnos, 2001; Mitroff, Harrington, & Gai, 1996). Impressed by Johnson 
& Johnson’s ability to retrieve both market share and reputation in the 
wake of this potentially disastrous crisis, scholars and practitioners 
began a type of reverse engineering process to examine how it had been 
done and attempted to replicate these results in other crisis situations 
(Murray & Shohen, 1992). 

As the fi eld has matured, its assumptions have become increasingly 
complex, and it is possible to discern phases of development in which the 
emphasis shifted. In the broadest sense, during the 1980s the fi eld was 
concerned mainly with tactical advice that prescribed specifi c plans and 
checklists. During the 1990s, crisis specialists began to give more atten-
tion to strategic issues, noting the impacts of contingency and uncer-
tainty along with the possibility of multiple outcomes. Most recently, 
those who study crisis have focused increasingly on organizational cul-
ture and transformation. Elements from each phase have carried over 
into the next so that it is possible to speak of a “dominant” view of crisis 
communication representing an accretion of 20 years of study. Overall, 
crisis specialists have given increasing attention to the open-endedness 
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of crisis, the role played by multiple stakeholders, and the interaction 
between internal and external drivers of crisis. This evolution points 
toward a model of crisis as a complex adaptive system.

The Tactical Approach

Tactical, “how-to” approaches to crisis communication planning began 
to appear in the literature in the late 1970s (Smith, 1979) and increased 
in popularity throughout the 1980s. This development came mainly in 

Table 2.1. Three Approaches to Crisis Management
(Pearson & Clair, 1998)

 Psychological 
Approach

Social-Political 
Approach

Technological-
Structural 
Approach

Causes Cognitive or 
behavioral 
limitations 
or errors, in 
individuals or 
groups

Breakdown 
of shared 
understandings 
and social 
structures

Tightly coupled, 
densely interactive 
technological 
and managerial 
structures that 
foster complex 
and unpredictable 
interactions

Consequences Shattered 
assumptions about 
organization and/
or its members, 
feeling threatened 
or otherwise 
insecure, 
victimization 
of affected 
individuals

Dissolution 
of shared 
values, beliefs, 
structures, roles

More or less 
widespread 
disaster and 
destruction, 
including self-
destruction

Cautionary 
Measures

Understanding 
vulnerability and 
potential harm

Flexibility in 
norms and 
behaviors that 
guide interaction, 
mutual respect, 
wisdom

Avoidance 
of risky and/
or poorly 
understood 
technology 
or “fail-safe” 
structures 
designed to 
limit risks

Coping 
Techniques

Readjusting beliefs, 
assumptions, 
behaviors, and 
emotions

Reconstruction 
of adjusted 
meanings, 
collective 
adaptation

Emergency 
intervention to 
assist victims 
and repair 
structural 
damage
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response to a series of high-profi le crises: the 1979 Three Mile Island 
incident, the 1982 Tylenol poisonings, the 1984 Bhopal disaster, the 
Challenger and Chernobyl accidents in 1986, and the Exxon Valdez oil 
spill in 1989. The Tylenol case is often cited as an example of excel-
lent crisis management even though Johnson & Johnson had no specifi c 
crisis plan in place prior to the incident (Fearn-Banks, 2007; Mitroff & 
Anagnos, 2001; Murray & Shohen, 1992). 

Despite J&J’s success, beginning in the 1980s authors generally empha-
sized the need for detailed planning. Many early writings focused primar-
ily on the crisis communication plan, or crisis management plan (CMP; 
Brewton, 1987; Ramée, 1987; Smith, 1979). Perhaps as a result of increased 
public attention to crises, the communication aspects of the plan empha-
sized information diffusion, mainly media relations and the need to 
develop carefully worded press releases, to compile media contact lists, 
and to carry out spokesperson training as a cornerstone of crisis prepara-
tion efforts (Fugel, 1996; Hearit, 1994; Murray & Shohen, 1992; Shell, 1993; 
Spencer, 1989). Although necessary, this emphasis on careful planning 
promoted a somewhat mechanical approach to crisis management, with 
instructions on preparing telephone trees, checklists, and step-by-step 
contingency plans (Fearn-Banks, 2007; Murray & Shohen, 1992).

This approach to crisis management generally focuses on the meta-
phor of a crisis “life cycle” (Fink, 1986; Gonzalez-Herrero & Pratt, 1995), 
and it breaks the crisis down into discrete stages that follow a linear 
sequence. The number of specifi c stages identifi ed in these models var-
ies from author to author, but most can be combined into three general 
stages: precrisis, crisis, and postcrisis (Coombs, 2007).

The Strategic Approach 

Early descriptions of the crisis life cycle tended to see the fi nal, post-
crisis stage as the end of the crisis management function (Fink, 1986). 
However, after a few years the trend moved toward a continuous, cyclical 
perspective on crisis. Especially during the 1990s, authors began to view 
the crisis plan alone as insuffi cient to safeguard a company’s reputational 
and tangible assets, and they shifted their focus toward preventive action 
(Coombs, 2007; Gonzalez-Herrero & Pratt, 1995; Mitroff et al., 1996).

Thus as the fi eld matured, practitioners and scholars began paying 
more attention to the different needs of the individual stages of the cri-
sis life cycle, focusing on areas such as issues management and environ-
mental scanning (Gonzalez-Herrero & Pratt, 1995; Kash & Darling, 1998; 
Regester & Larkin, 2005); response strategies and messages for different 
types of crises (Benoit, 1997; D’Aveni & Macmillan, 1990; Hearit, 1994; 
Sellnow & Ulmer, 1995); and practice simulations and recovery (Burnett, 
1998; Ramée, 1987). 

This current period of crisis communication takes more of a strategic 
approach than the prior tactics-driven phase of the 1970s and 1980s. For 
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example, Millar and Heath (2004) saw crises as consisting of two dimen-
sions: technical/managerial and rhetorical. Both dimensions have to do 
with planned actions and statements that position the organization in 
relation to its stakeholders’ perceptions and its own needs, that “respon-
sibly and ethically address stakeholder concerns, issues, and need for 
control” (Millar & Heath, 2004, p. 8), and that “demonstrate persuasively 
that the organization understands the crisis and has the resources—
intellectual, managerial, fi nancial, rhetorical, and ethical” to restore the 
crisis situation to an “acceptable” state of affairs (p. 11). The acknowl-
edgement of mutual pressures from, as well as toward, stakeholder per-
ceptions, coupled with an emphasis on understanding the symbolic 
dimensions of crises, place current approaches to crisis management in 
the realm of strategy rather than tactics.

The ongoing nature of current crisis management practices also 
emphasizes the strategic approach. Crisis management has become a 
circular process that starts and ends with the “default” stage of intel-
ligence gathering and monitoring, what Mitroff et al. (1996) and Coombs 
(2007) referred to as “signal detection,” aimed at early discovery of 
potential crises through careful internal and external monitoring. This 
approach also focuses on the postcrisis stage, advocating careful post 
hoc evaluation to clarify the lessons learned and incorporate them into 
the plan for future use (Fishman, 1999; O’Rourke, 1996; Smallman & 
Weir, 1999). According to this perspective, crisis prevention, detection, 
and management become an integral part of the company’s way of doing 
business, rather than a separate and distinct project to be handled only 
when a crisis actually strikes (Mitroff & Anagnos, 2001). Crisis plan-
ning as a subset or form of strategic planning (Burnett, 1998; Ren, 2000) 
has become the prevailing approach. In fact, this paradigm has become 
so widely adopted that it has even been used to evaluate the relative 
professionalism of public relations practitioners overall (Bronn & Olson, 
1999). 

The Adaptive Approach

Although it is still the dominant approach to crises, the strategic perspec-
tive has expanded focus as the cultural and organizational foundations 
of crisis have claimed increasing attention. Most recently, crisis studies 
have begun to emphasize the interaction between internal and external 
stakeholders, cultural drivers of crisis, and the social construction of 
crisis. Compared with the earlier days of crisis communication, there is 
less emphasis on viewing crises in asymmetrical terms as situations in 
which an audience is fed information tailored to protect the company’s 
interests. The trend to view crises in strategic terms, in which audience 
viewpoints are sounded through issues management, is developing into 
a relational view of crisis, with ongoing interaction between internal 
and external stakeholders. 
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One recent trend in crisis management scholarship focuses on devel-
oping strong, positive relationships with various stakeholder groups 
as a preventive measure or attenuating factor in the event of a crisis 
(Caponigro, 2000; Coombs, 2000; Gonzalez-Herrero & Pratt, 1995). Indeed, 
Irvine and Millar (1996) found that the vast majority of organizational 
crises were not the result of technical failures or environmental dam-
age but were instead the direct result of the organization’s inability 
to develop and maintain positive relationships with key internal and 
external stakeholders. Coombs (2000) proposed an analytical approach 
in which response strategies are adjusted based on factors that include 
relational history with key stakeholder groups, the locus of responsibil-
ity for the crisis trigger event, and relative “stability,” or frequency, of 
crises. Similarly, the contingency theory developed by Cameron and his 
colleagues argued that organizations’ stances toward their publics dur-
ing crises are infl uenced by dozens of relational considerations ranging 
from legal concerns to decision makers’ personality traits to internal-
external trust levels (Cancel, Cameron, Sallot, & Mitrook, 1997; Cancel, 
Mitrook, & Cameron, 1999). They pointed out that interactions between 
organizations and their publics “result from combinations of variables at 
work…that may change according to the dynamics of the situation”; and 
therefore, crisis decisions result from the interaction between a “matrix” 
of variables rather than fl owing linearly from one or several variables 
(Yarbrough, Cameron, Sallot, & McWilliams, 1998, pp. 40, 41). 

All of these crisis theorists rely on the concept of relationships as 
repeated local interactions that allow organizations and publics to adapt 
to one another. Although they do not use the term, the process they 
describe fundamentally characterizes the behavior of complex adaptive 
systems, with their “interaction among constituents” in “relationships 
[that] are not fi xed, but shift and change” (Cilliers, 1998, pp. viii–ix). The 
next chapter discusses the traits of complex systems in greater detail, 
and subsequent chapters explore the similarities between such systems 
and organizational crises.

A related stream of inquiry has examined the role of sensemaking in 
crisis perception and response. Defi ned as “the reciprocal interaction of 
information seeking, meaning ascription, and action” (Thomas, Clark, & 
Gioia, 1993, p. 240), sensemaking clearly shares assumptions with crisis 
preparation activities such as issues management. It can also shed light 
on audiences’ constructions of the motivations and effects of organiza-
tions’ actions. Operating from this viewpoint, sensemaking scholarship 
often examines case studies of organizational crises from a context-
sensitive standpoint (e.g., Murphy, 2001; Sellnow & Seeger, 2001; Smith, 
2000; Weick, 1993). For example, Ulmer et al. (2007) reviewed the National 
Weather Service’s response to the 1997 fl ooding of the Red River Valley 
and concluded that the organization had failed to properly make sense 
of events as they unfolded. They found that National Weather Service 
reports during the crisis did not refl ect the rapid changes and complexity 
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of the situation over the vast geographic area involved. The reports 
downplayed the uncertainty of weather predictions, which hindered the 
effectiveness of response efforts, as emergency volunteers found them-
selves having to repeatedly change the location and extent of their sand-
bagging and dike-building actions. This sensemaking failure ultimately 
meant that the reports contained too many inaccuracies to prove reli-
able or useful to many of the citizens and communities affected by the 
fl oods, which exacerbated the fi nal damage. Better contextual awareness 
and sensitivity to changing conditions on the part of both the National 
Weather Service and citizens in fl ood-prone areas could have produced 
a more effective overall response to the disaster.

Overall, crisis management studies have evolved through accretion. 
Most current work maintains the focus on careful planning, usually 
written, with which the fi eld originated. However, an increasing number 
of authors have supplemented the more mechanistic aspects of planning, 
or manipulative aspects of strategic issues management, with an adap-
tive approach that examines fl aws in organizational culture, unintended 
consequences, and blind spots or seemingly irrational behavior. What 
is also needed, we contend, is a theoretical framework that takes into 
account crises with multiple or uncertain points of origin, rather than 
the more typical “organization-centric” view that is inadequate when 
applied to complex situations such as the spinach contamination or 
Hurricane Katrina.

In the next chapter we examine theories of complex systems. We 
argue that complex adaptive systems are a natural evolution of the cur-
rent trend toward acknowledging the uncertainties inherent in crises as 
social constructions with multiple possible outcomes. In later chapters 
we show how complexity theory can be used to harness this uncertainty, 
multifariousness, and lack of control in the service of ongoing adaptive 
learning that helps organizations to respond to crises more adeptly and 
effectively than before.
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Theories of Complexity

Like other social sciences, the communication fi eld has a long tradition 
of theories and models adopted from the natural sciences. Some scholars 
(e.g., Introna, 2003) caution against too readily making that translation, 
on the grounds that social and natural sciences are incommensurable 
in many respects. However, other scholars (e.g., McKie, 2001) argue that 
adopting the rigidity and quantitative bias of the hard sciences has actu-
ally worked to “retard” the social sciences (p. 81). These scholars con-
sider that a complexity-based perspective provides a more accurate view 
of both natural and social sciences than does traditional reductionism.

Urry (2003), for example, noted that a number of scientists from both 
domains—including such scholars as Ilya Prigogine and Immanuel 
Wallerstein—have advocated “breaking down the division between ‘natu-
ral’ and ‘social’ science through seeing both domains as characterized by 
‘complexity’” (p. 12). Bridging natural and social sciences thus involves 
seeing both domains as expressions of the same underlying worldview, 
not “conceiving of humanity as mechanical, but rather instead conceiv-
ing of nature as active and creative” (Wallerstein, 1996; as cited in Urry, 
2003, pp. 12–13). This point of view creates a middle ground between 
the use of complexity theory strictly as metaphor and the insistence that 
it be quantitatively operationalized, and it is this view we adopt here.

Efforts to utilize theories imported from the complexity sciences have 
also challenged scholars’ understanding in a more immediate fashion. 
This is still an emerging body of knowledge in which the same terms 
are defi ned by researchers in multiple ways, often using unfamiliar 
scientifi c terminology or loosely adapting the terminology to suit par-
ticular needs. Hence Letiche (2000) noted: “Complexity theorists can 
discuss emergence and self-organization—as well as ‘complex adaptive 
systems,’ ‘attractors/bifurcations,’ and the ‘edge of chaos’—and actually 
be referring to very different universes of discourse” (p. 545; also see 
Price, 1997). This lack of cohesion also explains why we generally refer 
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to multiple theories of complexity, or more simply “complexity,” as an 
umbrella term to refer to this group of perspectives.

To avoid contributing to further lexical confusion, in this chapter we 
defi ne major concepts in complexity theory, giving an overview of its 
foundations and describing the most important theoretical perspectives 
currently being explored. Throughout, we link complexity with crisis 
management, laying out the approach that will guide our discussion in 
the remainder of this book.

Complexity Theories and Complex Systems

There is no single defi nition of complexity theory. Instead, scholars 
have advanced various defi nitions according to which aspects of the 
theoretical perspective they wish to emphasize. For example, focusing 
on complexity’s societal implications, Murphy (2000) defi ned complex-
ity theory as “the study of many individual actors who interact locally 
in an effort to adapt to their immediate situation. These local adapta-
tions, however, accumulate to form large-scale patterns that affect the 
greater society, often in ways that could not have been anticipated”
(p. 450). Taking a different tack, the unpredictability of complex systems 
was emphasized by Richardson and Cilliers (2001), who defi ned complex 
systems as “comprised of a large number of entities that display a high 
level of nonlinear interactivity” (p. 8). Connectivity and interdependence 
were accentuated in a parsimonious defi nition by van Uden et al. (2001): 
“Complexity science basically tells us that everything is connected to 
everything else” (p. 57). Other authors have compiled lists of features 
that characterize complex systems, and we join them by elaborating our 
own set of defi ning principles that distinguish a complexity approach 
from other perspectives.

Seven Principles of Complex Systems

Despite the differing emphases of these defi nitions, all complex systems 
show consistent distinguishing features that are important for crisis 
management. These are summarized here to provide principles for inter-
preting complex behavior that we use in the remainder of this book. 
Seven of the basic features of complex systems are also summarized in 
table 3.1.

Principle #1: Interacting Agents

First, complex systems are composed of individual elements, or agents. 
In crisis management terms, these may be persons (members of a crisis 
planning team, a reporter on a given beat), organizations (a corporation 
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or not-for-profi t undergoing a crisis), or an entire industry group (the 
Securities Industry Association or the nuclear power industry). However, 
having multiple individual elements is not in itself suffi cient to consti-
tute complexity: A closed system that consists of many elements may 
be merely complicated, not complex. For example, a space shuttle is a 
merely complicated system containing a large number of interacting 
parts, whereas a souffl é is complex, despite having fewer distinct ingre-
dients, because its ingredients are irreversibly (sometimes unpredictably) 
transformed during its preparation. Similarly, a crisis planning team is 
not like an assembly line. In pooling their vantage points, crisis team 
members may generate novel ways to cope with the organization’s prob-
lems so that the fi nal approach to a crisis may be quite different from 
what the members expected at the beginning of the process. In contrast, 
individuals on an assembly line interact to create a predesigned product, 
and unanticipated outcomes constitute defective goods.

Principle #2: Adaptability

This principle of interaction generates a second feature of complex sys-
tems: The agents in a complex system interact in ways that alter the 
system itself over time. These interactions need not be physical; they 
may also relate to sharing information (Cilliers, 1998). This feature has 
a number of corollaries:

Interactions are local.•  They have a relatively short range, primar-
ily affecting neighboring agents. No individual agent has com-
plete knowledge about the behavior of the system as a whole, 
only the information received locally. In fact, as crisis manage-
ment teams know well, it is not feasible to explore all possible 
courses of action; it is feasible, however, to explore the most 
immediate context. In a typical example of selective planning, 
Fink (1986) designed a method to prioritize specifi c potential cri-
ses that require immediate planning by combining probability of 

Table 3.1. Distinguishing Features of Complex Systems

1. Complex systems are composed of individual elements/agents.
2. Agents’ interactions alter the system over time.

Interactions are local.• 
Interactions are rule-based.• 
Interactions are recurrent.• 
Interactions produce adaptability.• 
Interactions are nonlinear.• 

3. Complex systems are self-organizing.
4. Complex systems are unstable.
5. Complex systems are dynamic, with their history an essential feature.
6. Complex systems have permeable and ill-defi ned boundaries.
7. Complex systems are irreducible.
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occurrence with expected impact on reputation and bottom line. 
Only the most immediate and damaging crises were selected for 
planning.

Complexity theorist Stuart Kauffman (2000) examined the 
dynamics of local interaction from the standpoint of biological 
evolution. He termed this local exploration “the adjacent pos-
sible” (p. 142), emphasizing that change transpires and diffuses 
step by step. Through gradual expansion of the adjacent possible, 
large-scale changes emerge over time. As Cilliers (1998) noted, 
local interaction “does not preclude wide-ranging infl uence—
since the interaction is rich, the route from one element to any 
other can usually be covered in a few steps. As a result, the 
infl uence gets modulated along the way. It can be enhanced, sup-
pressed or altered in a number of ways” (p. 4). Therefore, the 
behavior of the system is not a direct result of the number of 
interactions among individual elements but of the patterns that 
emerge from these interactions. Crisis managers apply this prin-
ciple when they do environmental surveillance: They rarely 
focus on a single individual in the environment but look for 
patterns built up from individual reactions—customer response, 
legislative initiatives, or media coverage.
Interactions are rule-based• . They do not follow fi xed regulation 
by a higher echelon (such as senior management) but are dynam-
ically developed by the agents themselves in the course of their 
interaction. At the same time, the context of the interaction—
organizational, economic, cultural—provides some constraints 
for the local interactions.

In terms of crisis management, Marra (2004) argued that the 
existence of a crisis communication plan is not synonymous with 
successful crisis management. Rather, he used two crises—one 
at AT&T and one at the University of Maryland—to show that 
successful crisis communication depends fi rst on the decision-
making autonomy of individual agents (such as public relations 
staff) and second on an organizational culture of open commu-
nication. He concluded that tactical details are secondary com-
pared with “a supportive organizational philosophy” (p. 324). 
Marra’s study showed in pragmatic terms that rules for interac-
tion are developed on the micro level with interaction between 
agents as a situation unfolds but are patterned by macro-level 
organizational expectations and context.
Interactions are recurrent.•  Effects of interaction are “looped,” 
meaning they can feed back at any point in the system, either 
positively (to encourage change) or negatively (to encourage sta-
bility). Recurrent interactions and the type of feedback can be 
benefi cial or harmful. For example, Mitleton-Kelly (2003) pointed 
out that excessive planning can function as a repressively sta-
bilizing form of negative feedback: “Although the intention of 
change management interventions is to create new ways of work-
ing, they may block or constrain emergent patterns of behaviour 
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if they attempt to excessively design and control outcomes” (p. 
35). On the other hand, when an organization has gone deeply 
into crisis, negative feedback could help to stabilize it. For exam-
ple, Williams and Olaniran (1994) argued that Exxon’s misman-
agement of the Valdez crisis showed “hypervigilance” whereby 
the company tried one approach after another in quick succes-
sion, never settling down to a stable state in which communica-
tion could be effective.
Interactions produce adaptability.•  In a complex system, adapta-
tion is mutual and multifaceted. That means that the system 
does not simply accommodate an outside environment, as gen-
eral systems theory contends. Instead, the parts of the whole—
including staff, technologies, cultural norms, institutional and 
legal structures—adapt to one another in an ongoing process. 
At its best, adaptability can generate new patterns of behavior 
that enable an organization to operate more effectively than it 
would have by maintaining invariable behaviors. Hence Ashby 
(1954) proposed the law of requisite variety, whereby “the range 
and variety of stimuli that impinge upon a system from its 
environment [must] be in some way refl ected in the range and 
variety of the system’s repertoire of responses” (Boisot, 2003,
p. 187). Thus, in a rapidly changing environment, the most 
effective organizations are those that generate a rich variety 
of possible responses, because “another way of stating Ross 
Ashby’s law is to say that the complexity of a system must be 
adequate to the complexity of its environment that it fi nds itself 
in” (Boisot, 2003, p. 187).

Crisis planning teams attempt to enact the law of requisite 
variety when they specify the broadest range of possible crisis 
types, audience reactions, and organizational responses. In the 
case of the spinach E. coli outbreak described earlier in this sec-
tion, an extensive array of individual and coordinated responses 
were necessary on the part of growers, handlers, restaurants, 
supermarkets and other distributors, policy makers, public health 
agencies, and consumers, all distributed over a vast geographical 
area. This instance shows how the instability and interconnect-
edness of complex systems makes it impossible to fully specify 
their potential directions.
Interactions are nonlinear• . The results of individual interactions 
are unpredictable: Small causes can have a profound impact 
on the system, and large events may have minimal effect. As 
is discussed later on, the nonlinearity of the system is espe-
cially destabilizing when an organization is operating in “far 
from equilibrium” (far from stable norms) conditions typical of 
a crisis mode. This characteristic suggests why, in such crisis 
environments, small events often appear to tip media coverage 
into the negative, or why all the organization’s communication 
efforts sometimes seem powerless to stem the momentum of 
public opinion. 
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Principle #3: Self-Organization

Returning to the general characteristics of complex systems, a third fea-
ture is that they are self-organizing. Agents learn from their interactions, 
adapting to each other based on the feedback received, in an ongoing 
process known as “coevolution.” What they learn cannot be specifi cally 
predicted, as it emerges from individual and shared history, as well as 
ongoing interaction. Eventually these small local moves amount to pat-
terns. Theorists often refer to the outcome of coevolution as “emergence”—
that is, unpredictable patterns of order that appear through a process 
of self-organization. Varela (1995), for example, asserted that emergence 
refers to the point at which a system’s local interactions become global 
patterns encompassing all individual agents.

This feature of emergence—of unpredictable self-organization—
accounts for the often-made observation that if a system is truly complex, 
it is more than the sum of its parts because of the interaction among 
those parts (van Uden et al., 2001). That is the reason that, no matter 
how complete our familiarity with its components, a complex system 
does not allow us to predict with certainty how or in what direction the 
system as a whole will develop (Boje, 2000). For example, Fink (1986) 
described crises as “overdetermined”: “for any one effect there may be 
fi ve causes, and for any one cause there may be fi ve effects” (as cited in 
Lagadec, 1993, p. 64). Indeed, given their local vision, the agents them-
selves may not be aware of the themes patterning their behavior. Hence 
Thomsen (1995) spoke of environmental scanning in terms not of ratio-
nal analysis but rather of a “sixth sense,” a “heightened sensitivity,” and 
being “magically aware” of patterns and correspondences that emerge 
from the business environment (p. 109).

Some authors speak of recurrent patterns in complex systems in terms 
of “fractals.” Fractal mathematics is a specifi c type of nonlinear calcu-
lation that uses a series of recursive equations to create patterns that 
remain invariable regardless of scale. Fractal equations produce graphi-
cal representations that show how very slight alterations in interactions 
among the elements of a complex system will, over time, develop into 
patterns that evolve in a nonlinear yet regular fashion. These replicas 
are immune to the problem of scale because they consist of infi nite sets 
of nested interactions that produce identical patterns. Because they por-
tray an iterative process that results from incremental evolution, fractal 
representations also incorporate the essential element of time and show 
how the history of a given system plays a role in reaching its present 
state.

One example commonly used to illustrate fractal-like phenomena is 
that of the cloud: Water droplets self-organize into regular and identifi -
able patterns, yet it is impossible to predict exactly what form a cloud 
will take. This principle holds true whether we are examining the 
steam from a teapot, eyeing a storm cloud in the sky above, or viewing 
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satellite photographs of global weather patterns: The scale may change, 
but the underlying phenomenon remains the same. Figure 3.1 shows a 
few examples of different kinds of fractal patterns, rendered in two and 
three dimensions.

The mapping of fractal patterns also provides a means of conceptual-
izing the qualitative features of systems. Because they are multilayered, 
fractal patterns lend themselves to examining behaviors and relation-
ships through various tiers of an organization, at the individual, group, 
division, organization-wide, and extraorganizational levels (Ferdig, 2000). 
Several authors have advocated the use of fractals to model social and 
organizational processes (Murphy, 2000; Urry, 2003). For example, Stacey 
(2001) described complex responsive processes as fractal interactions in 
order to emphasize that individuals and groups inhabit the same plane—
rather than existing on separate ontological levels, as traditional social 
science holds—and are merely variations in scale that depend on the 
level of examination used to observe the system. Viewed as longitudinal 
maps, fractals can be seen as visual represen tations of developing pat-
terns in the “adjacent possible” over time. Nonetheless, the use of fractal 
images to represent complex processes is purely descriptive, not predic-
tive. Patterns may become visible after the fact, but the very nature of 
complex adaptive systems and complex responsive processes precludes 
accurate prediction.

Figure 3.1. Various Types of Fractal Renderings
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Principle #4: Instability

The principle of coevolution, expressed through fractal patterns, brings 
up a fourth general characteristic of complex systems: They are unsta-
ble. A complex system is constantly evolving, requiring an ongoing fl ow 
of energy. In complexity-based thinking, stability is not a desired state; 
indeed, it is possible only when the system ceases to be complex. Thus 
any attempt at representation that does not include the dimension of 
time can be considered only an incomplete vision of the system or, at 
best, a snapshot of a specifi c point in time. This sense of moment-to-
moment instability also expresses the most challenging characteristics of 
a crisis mode: the need to act in an atmosphere of uncertainty and “feel-
ing of powerlessness and extreme danger” that result from “intervening 
in any way . . . [in] a sensitive system in which everything is interrelated, 
[and] can have drastic and unexpected results” (Lagadec, 1993, p. 178).

Principle #5: Infl uence of History

A fi fth general characteristic of complex systems is a corollary to this 
instability and coevolution: Complex systems are dynamic—that is, their 
history is an essential feature of their emergent patterns. Because the 
evolution of the system is the result of iterative interaction between its 
agents, past history helps to produce present behavior. The memory of 
a complex system is present at the level of individual elements, such 
as the experiences and personal opinions of organizational members, as 
well as at the macroscopic level in the rituals and other features of a 
shared culture (Richardson, Mathieson, & Cilliers, 2000). Hence, Marra 
(2004) argued that organizational culture, rather than a specifi c crisis 
plan, is one of several factors that determine successful crisis communi-
cation. In a fractal-like replication, organizational history puts its stamp 
on all aspects of a crisis, at all levels of an organization.

However, the infl uence of history does not mean that a system is pre-
dictable. Contrary to the well-known adage, in a complex system those 
who do not remember the past are not condemned to repeat it, at least 
not in identical ways. Interactions between agents are repeated in a 
recursive and refl exive manner that allows variations to build up over 
time. Hence even organizational situations that are governed by highly 
structured and repetitive procedures may not always be carried out in 
exactly the same manner. Over time, the procedural rules themselves 
may be changed to refl ect actual practice—or the subtle variation may 
produce unforeseen consequences, positive or negative. This type of 
realization made it possible for Finch and Welker (2004) to argue that 
improvisational responses to possible crisis simulations are superior to 
overly specifi ed crisis plans because they allow for variations to build 
up around the basic core of crisis management processes, resulting in a 
range of adaptive responses that meet the requirement to match a turbu-
lent environment with requisite variety.
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Principle #6: Permeable Boundaries

As a sixth general principle, complex systems have permeable and ill-
defi ned boundaries. Here complexity-based thinking departs from other 
social science approaches, notably general systems theory, that assume 
the existence of distinct borders between a system and its environment, 
even though systems are constantly adapting to their changing envi-
ronments. Complex systems theory revises this perspective. It defi nes 
complex systems as open, in the sense that the environment provides 
feedback used in local interactions. However, a complex system never 
simply adapts passively to its environment; it evolves its own rules, as 
its component agents make local decisions using information from the 
environment as part of the decision-making mix. These decisions in turn 
bring about changes in the environment. In this sense, the environment 
is not external to the system but integral to the system itself. Corporate 
executives have discovered this principle as legal, regulatory, and media 
environments have become increasingly intolerant of any malfeasance; if 
crises of legitimacy are to be avoided, these contexts need to be treated 
as “participants” in corporate strategies. From this standpoint, what is 
commonly called “executive hubris” is substantially the inability to see 
how context impinges on agents’ actions.

When organizations are seen as complex systems, delineating their 
boundaries becomes problematical. In fact, boundaries are not an inher-
ent feature of complex systems but are imposed by the observer in order 
to fi x some limits on the scope of a system that would make it feasible to 
study. Yet if everything is interconnected, as van Uden et al. (2001) claim, 
where does the organization begin and end? One corollary of complex-
ity theory is that separating the part from the whole necessarily means 
sacrifi cing some portion of meaning. However, the inability to allow a 
part to stand for the whole or to describe the whole as the sum of its 
parts means that sampling becomes a diffi cult challenge. One solution 
is to view complexity science as the study of parts of complex systems, 
acknowledging up front that some sacrifi ces must be made in order to 
get at the parts that interest us (van Uden et al., 2001). Another solution 
is the approach advocated in this book, which is to focus on relation-
ships, seeing the organization as an ongoing process and series of inter-
actions rather than organization-as-autonomous-thing. This approach 
seems most appropriate for a fi eld such as public relations—the study 
of relations between publics—and a topic such as crisis management, 
which is itself highly dependent on relationships.

Principle #7: Irreducibility

This interweaving of relationships, environment, history, and individual 
self-interest makes it particularly hard to defi ne discrete borders for a 
complex system and leads to a seventh characteristic: Complex systems 
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are irreducible. If a system is truly complex, it is more than the sum 
of its parts. If a system may be accurately and completely described 
by reducing it to its component parts, then it is merely complicated. 
Therefore, in order to understand a complex system, it is necessary to 
trace out the entire history of the system; it is not possible to reduce 
the system to its component parts or to allow a sample to stand in for 
the whole. This concept of incompressibility has been described as “the 
single most important aspect of complex systems” (van Uden et al., 2001, 
p. 57). However, the irreducibility of a complex system raises serious 
problems for crisis planners. As we discuss later, traditional crisis plan-
ning that schematizes and simplifi es potential crisis situations into their 
generic components runs counter to the need to situate complex systems 
in terms of history, context, and relationship networks.

In order to defi ne complex systems clearly, we have laid out seven 
separate principles: interacting agents, adaptability, self-organization, 
instability, infl uence of history, permeable boundaries, and irreducibil-
ity. However, none of these seven principles operates in isolation; all 
have a compounding effect on one another. The spinach crisis provides 
an example of this interaction: It shows how events unfolded in a system 
of many interacting agents, with a history of E. coli contamination in 
California produce known to certain agents but not others. Boundaries 
between supermarkets, small grocers, and restaurants became insignifi -
cant, because the contamination affected both organic and conventional 
spinach (in many cases sold under different labels by the same handler), 
as well as both wholesale and retail distribution channels. Geographical 
boundaries also became less signifi cant, as the spinach was distributed 
over at least eight different states, few of which shared borders with each 
other or with the point of origin. The economic effects have been severe, 
as the food system adapted to a temporary acute shortage of spinach and 
has not returned to previous consumption levels; this reduced demand 
will affect growers for at least another crop cycle. Cultural, economic, 
and regulatory factors mutually interacted to compound the effects of 
the contamination and the evolution of the crisis.

How one goes about the systematic study of such situations from a 
complexity perspective depends on the type of approach adopted. The 
next section discusses some of the main points of view with regard to 
how complexity theories may be applied in organizational research and 
the social sciences in general.

Three Approaches to Complexity Theories

As the preceding sections made clear, complexity theory has elements 
common to a wide variety of disciplines in both hard sciences and social 
sciences. There is no one theory of complexity, and numerous schools of 
thought have emerged within the complexity sciences. Some of these 
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schools propose very different ideas about what complexity means, 
how it can be applied, and what methods are appropriate for studying 
it. These schools have tended to separate into three broad approaches: 
reductionist complexity science, soft complexity science, and complexity-
based thinking (Richardson & Cilliers, 2001).

Reductionist Complexity Science

As its name implies, the primary aim of “reductionist” complexity sci-
ence is to describe naturally occurring phenomena in terms of a limited 
number of universal laws, in the tradition of classic positivist science 
(Richardson & Cilliers, 2001). The realist approach taken by reduction-
ists attempts to circumvent human subjectivity by isolating testable, 
generalizable laws that are believed to refl ect natural reality in an 
objective state. However, in creating certainty, this approach risks self-
contradiction. For instance, Richardson and Cilliers (2001) remarked that, 
although most of the complexity science literature explicitly acknowl-
edges the break from a Newtonian or mechanistic approach, it still relies 
on a positivist method that emphasizes universal commonalities more 
than idiosyncratic differences between systems. Similarly, Daneke (1997) 
noted that many attempts to apply nonlinear science methodologies to 
the social realm have fallen back on neoclassical economic theory and 
the concept of “rational choice” as a motivation for human action.

Soft Complexity Science

In direct contrast to the reductionist approach, “soft” complexity science 
asserts a sharp distinction between social reality and the natural world. 
Therefore, any theory originating in nature, such as complexity, can be 
used only metaphorically to enrich our understanding of social interac-
tion. Supporters of this view reject the notion that the complexity sci-
ences can be applied with scientifi c rigor to human social situations but 
do see the rich lexicon of the fi eld as a source of new concepts that can 
be explored in terms of language and meaning. Introna (2003), for exam-
ple, maintained that social and natural sciences are incommensurable 
but that complexity theory might be used as a metaphor to understand 
aspects of social reality—as long as we avoid “stretching” the science 
metaphor to reach conclusions about social life that cannot be supported 
by structural similarity.

Complexity-Based Thinking

A third approach to complexity science accepts the limitations to trans-
ferability implied by complexity theory in favor of a radical epistemo-
logical shift that recognizes the contingent nature of all knowledge 
(Richardson & Cilliers, 2001). Proponents refer to this approach as 
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“complexity-based thinking” that includes both hard science and phi-
losophy under the same rubric. In essence, complexity-based thinking 
requires that we abandon the quest for exact knowledge or universal 
absolutes and seek instead the limitations and boundaries of our knowl-
edge, by whatever means are most appropriate for the situation at hand.

Although it may seem less rigid than the other two approaches to 
complexity, complexity-based thinking has fi rm methodological corol-
laries. Primarily the approach dictates that “complex matters demand 
a methodological pluralism” (Richardson & Cilliers, 2001, p. 12), with-
out privileging one method or approach over another as “more scien-
tifi c.” This methodological pluralism is not the same as triangulation, 
in which various methods are used to confi rm the validity of empirical 
fi ndings. Instead, each approach to a given problem is treated singularly, 
and the results are combined to provide a richer portrayal of the object 
of inquiry, including any inherent paradoxes or confl icts they may con-
tain (Miller, 2001; Taylor & Trujillo, 2001). Richardson and Cilliers (2001) 
explained the need for multiple approaches as a matter of relative good-
ness of fi t: Because knowledge can only ever be partial, pluralism offers 
a way of seeking the best possible explanation for phenomena in any 
given set of circumstances. Within the complexity paradigm, knowledge 
is always localized and multifaceted. Instead of offering single solutions, 
complexity theory offers “diverse avenues for discovering what may end 
up being a multiplicity of answers that are differentially sensitive to 
and grounded in specifi c circumstances, conditions, people, times, and 
places” (Cooksey, 2001, p. 84). This insistence on pluralism that char-
acterizes complexity-based thinking carries back to Ashby’s (1954) law 
of requisite variety. Faced with partial knowledge and a rapidly chang-
ing environment in crisis situations, managers cannot hope to specify 
all possible solutions to a crisis. However, they can apply complexity-
based thinking to a turbulent environment, ensuring that they can rap-
idly brainstorm multiple possible actions depending on how the crisis 
evolves.

Armed with these basic principles of complexity and possibilities for 
their application to social systems, in the next chapter we move on to 
address some of the special challenges these theories pose to research-
ers and practitioners. In particular, we begin to compare approaches to 
crisis management and principles of complexity. The similarities and 
differences that emerge from this comparison pave the way for our later 
analysis and propositions for change, discussed in part III.
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4

Predictability and Control in Complex 
Systems

The traditional crisis planning process described in chapter 2 depends 
on the ability of managers to predict and control multiple features of 
crisis situations: how organizations will behave during a crisis, how 
publics will respond to efforts to contain or repair the crisis, and how 
the company’s actions will affect subsequent outcomes. In contrast, the 
complexity view described in chapter 3 substantially limits actors’ abil-
ity to either predict or control all the interacting elements that make up 
a complex system. This chapter focuses on that key difference between 
the two paradigms, looking more closely at the features of complex sys-
tems that elude control.

Interaction Among Components of Complex Systems

Traditionally, prediction and control are made possible by establishing 
linear cause-and-effect relationships in a system. However, complex sys-
tems consist of such densely interconnected relationships that this type 
of linearity is diffi cult or impossible to establish. Cause and effect in 
complex systems are produced by myriad interactions among aggregate 
networks rather than by the linear causal chains of other types of sys-
tems (van Uden et al., 2001). As a corollary of this unstable and non-
linear behavior, the effects of change may be highly unpredictable, so 
that small changes over time can produce disproportionately large con-
sequences, major shocks can result in relatively small consequences, and 
there may be multiple possible outcomes, not an inevitable path from a 
cause to its effect (see Byrne, 1998).

The unpredictability of future developments is further heightened by 
the infl uence of past history. A system can never escape its past, as even 
small-scale changes accumulate in ways that are impossible to disembed 
from the whole fabric of the system at a later point in time. Hence any 
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determination of the current state of a complex system must necessarily 
take its previous states into account as well (van Uden et al., 2001). Still 
another factor amplifying unpredictability is the discontinuous pace 
of change, which may take place gradually or with calamitous abrupt-
ness. Even systems that have a superfi cial appearance of stability, such 
as most organizations, may suffer sudden discontinuities. For example, 
Tyler (2005) argued that a crisis “disrupts the offi cial story” and “may 
open that offi cial narrative up to public contest,” allowing alternate nar-
ratives to “erupt” and spoil or transform the previously dominant image 
of the organization (p. 567).

Yet another way in which complex systems elude prediction is by 
challenging traditional statistical methods. Statistics normally allow 
researchers to make inferences based on the occurrence of given phe-
nomena within a sample representing the universe being studied. As 
Byrne (1998) pointed out, this is in essence an effort to predict and con-
trol the future: “Once we can predict, we can engineer the world and 
make it work in the ways we want it to. We can turn from refl ection 
to engagement” (p. 19). This probability-based view requires acceptance 
of causal relationships among selected variables that can be explored 
within a sample.

However, there are several reasons that complex systems cannot, by 
nature, be subjected to traditional linear analysis in any meaningful 
fashion. Because complex systems are holistic, they are not amenable to 
letting a part stand for the whole, and therefore one cannot have confi -
dence in traditional statistical sampling. Furthermore, linear approaches 
assume a momentary state of the system that can be traced back or 
reversed to produce an account of the system’s effects over time. But in 
nonlinear systems, attempts to reverse fail because it is impossible to 
precisely account for the effects of complex interactions at various points 
in time. In addition, the incompressibility of complex systems means 
that any model that represents such a system must be equally complex. 
That requirement violates one of the basic assumptions of the analyti-
cal method: “If something is too complex to be grasped as a whole, it 
is divided into manageable units which can be analysed separately and 
then put together again”; but because complex systems involve not only 
variables but also relationships, “in ‘cutting up’ a system, the analytical 
method destroys what it seeks to understand” (Cilliers, 1998, pp. 1–2). 
Complexity theory thus forces us to evaluate to what extent deliberate 
reductionism—in sampling, in choice of variables, in schematic models—
impoverishes our analysis so that it does not help us understand the 
present or predict the future.

Thus managerial efforts to control and predict are constrained in mul-
tiple ways by the instability of complex systems, a factor that underlies 
the uncertainty and rapidly shifting circumstances of crisis situations. 
However, complex systems, like crises, are not completely random: They 
have a logic of their own that is not always amenable to the schematic 



PREDICTABILITY AND CONTROL IN COMPLEX SYSTEMS 37

process of traditional crisis planning, largely because of the ability of 
complex systems to self-organize.

Attractors: The Logic of Self-Organization

As Price (1997) observed, “one of the basic insights of complexity theory 
is that dynamic systems tend to evolve in the direction of increased 
complexity over time” (p. 9). Yet this increase in complexity does not 
necessarily lead to chaos, decline, or exhaustion. Nobel Prize–winning 
chemist Ilya Prigogine developed a concept of dissipative structures that 
explained why certain open systems do not dissolve into entropy but, 
rather, renew and self-organize into complex systems with their own 
logic (Abel, 1998). These dissipative systems go beyond mere adaptation 
to external or internal conditions: They are capable of complete, inde-
pendent self-organization. Typically, a dissipative system will disperse 
energy until it reaches a transition state at which it may either self-de-
struct or self-organize into a new, emergent form.

One key difference between these systems and classic Newtonian 
models of systems is that, in dissipative structures, time is no longer 
considered reversible (Abel, 1998). Each successive development emerges 
from a specifi c set of previous developments in a given temporally and 
spatially situated context, but not in a linear sequence that can simply 
be folded or unfolded. This contextual path dependency is one reason 
that, from the perspective of dissipative structures, the study of complex 
systems cannot be carried out in isolation from the system’s own unique 
past. As complex systems enact their history by transitioning among 
phases or areas of change, they are governed by “attractors,” recurrent 
patterns of behavior that exert a pull on the system. The system may 
be drawn into a certain attractor domain as it travels through “phase 
space,” a history of the system showing the range of options available at 
any given moment.

Three types of attractors are particularly relevant to organizations. 
First, there are “stable” attractors: simple behavioral trajectories, includ-
ing stable equilibria (point attractors) and periodic behavior (cyclic 
attractors). Stable attractors are composed of forces that interact inde-
pendently or in a linear manner (Poole, Van de Ven, Dooley, & Holmes, 
2000). In communication terms, these might consist of activities that are 
done daily (e.g., news summaries) or periodically (e.g., quarterly divi-
dend releases). Second, there are “unstable” attractors: erratic, unpre-
dictable, and irregular behaviors that eventually cycle out of control, 
fl inging the system out of its current trajectory. In communication terms, 
such attractors might represent crisis triggers, or issues that are allowed 
to simmer until a serious confl ict erupts and threatens the reputation, 
even the existence, of the organization.
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The third type of attractor is the “strange” attractor, describing behav-
iors that look random in the short term but that, through multiple inter-
actions, gradually acquire an organized pattern over time (Ferdig, 2000; 
Kauffman, 1995; Richardson, Mathieson, & Cilliers, 2000; Stacey, Griffi n, 
& Shaw, 2000; Urry, 2003). In communication terms, such attractors 
might model the type of crisis that seems intractable to communication, 
appropriating seemingly unrelated causes over time, so that its mature 
form little resembles, and could not have been predicted from, its incep-
tion. Gerlach’s (1987) description of an accelerating environmental crisis 
suggests this type of attractor. The movement started with a handful of 
Minnesota farmers who wanted to stop a power line from crossing their 
land and, to do so, forged relationships with a diverse set of community 
members, from church leaders to activists. The result was a group that 
“developed not only an ideology of stopping the line, but also of pro-
tecting the family farm and rural life, of promoting alternative energy 
technologies, of challenging big business, and—as women began to lead 
in the protest—of advancing women’s liberation” (Gerlach, 1987, cited in 
Murphy, 1996, p. 104).

Ultimately, these disparate groups were linked by concern over insti-
tutional, not electrical, power, an ideological core that functioned as 
an attractor to govern and coordinate the behavior of individual inter-
est groups. However, “the attractor is often clear only after the fact” 
(Murphy, 1996, p. 104); traces of it are not evident in either the initial 
trigger or a casual sample of group member opinions as circumstances 
unfolded. In a similar fashion, the problems experienced by Coca-Cola 
in Europe appear to have been shaped by an attractor of which most 
people were aware only dimly, if at all: that is, ill-smelling Coke became 
associated with dioxin in animal food, then with mad cow disease. The 
underlying attractor may have been the European public’s uneasiness 
about genetically altered foods, much in the news at that time, placing 
all these issues in an attractor basin of unwholesome, “unnatural,” or 
even toxic results produced by human interference in the food chain.

The concept of strange attractors is often applied to both chaos theory 
and complexity theory, and this practice encourages a general penchant 
to confl ate the two fi elds. Particularly in communication, chaos theory 
has been used to talk about crisis situations. The two theories do share 
many characteristics: Both involve attractors, bifurcation, unpredict-
ability, and nonlinearity. However, complexity is not the same as chaos. 
Goldberg and Markóczy (2000) noted that “the study of chaos generally 
involves the study of extremely simple nonlinear systems that lead to 
extremely complicated behavior”—the creation of disorder out of regi-
mented repetition—whereas complexity moves in the opposite direction, 
being “generally about the (simple) interactions of many things (often 
repeated) leading to higher level patterns” of coherence (p. 75). Therefore, 
“complexity science aims to explain the emergence of order—it is really 
order-creation science” (McKelvey, 2003, p. 108; italics in original). This 
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evolution of recognizable patterns makes complexity science especially 
appealing to the social scientist interested in studying emergent phe-
nomena, the manifestation of overall order from the confusion of myriad 
local interactions.

In contrast, Poole et al. (2000) pointed out that true chaos involves 
iteration of the same simple algorithm or behavior over and over, and 
thus true chaos is characterized by very few degrees of freedom. In fact, 
“the presence of chaos in observed organizational states is characteristic 
of an organizational system where, either through control and/or coop-
eration, independence and autonomy between individuals has been lost” 
(p. 334). Even though complex systems may at times appear chaotic and 
disorderly, such behavior is one possible manifestation, rather than a 
typical characteristic, of complex systems—it is merely one of many pos-
sible trajectories that autonomous agent interactions might create (van 
Uden et al., 2001). Thus, whereas chaotic systems have few degrees of 
freedom, complex systems have many (McKelvey, 2003). For all these 
reasons, we prefer to speak of organizations in terms of complex, rather 
than chaotic, systems.

Returning to the idea of attractors, to describe the numerous possible 
paths that a complex system might take and the suddenness of change, 
some fi nd it useful to think in terms of a “phase space,” often depicted 
as a map containing all the possible states a system could be in. The 
phase space is composed of “attractor basins,” discrete areas of behavior, 
attitudes, or values that capture a system for a while. These basins are 
proximate to, or even overlap with, one another. As a result, the closer 
a system edges toward their boundaries, the greater the likelihood that 
the system will spring into the neighboring basin, causing it to adopt the 
behaviors that typify its attractor (van Uden et al., 2001). This process 
may not be gradual; it can take the form of a sudden hop, which com-
plexity theorists often term a “bifurcation point.”

Thus, as a complex system moves through time, it occasionally 
encounters these critical points of instability known as bifurcation 
points. These are junctures at which the system is forced to veer into one 
of several directions, thereby changing its evolutionary course (Byrne, 
1998; Frederick, 1998; Stacey et al., 2000). These junctures correspond to 
the boundary zones between attractor basins. Bifurcation points are the 
triggers for self-organization in complex entities, moments at which “a 
new coherent pattern suddenly emerges without any blueprint, one that 
cannot be explained by, or reduced to, or predicted from, the nature of 
the system’s component entities” (Stacey et al., 2000, p. 94). Because of the 
nonlinearity of a complex system, even a minimal disturbance within the 
system may be suffi cient to nudge it into a different attractor basin (van 
Uden et al., 2001).

Reputational crises often take the form of these sudden leaps from one 
“attractor basin,” or organizational image held by the public, to another. 
This process can be seen in media coverage of the National Aeronautics 
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and Space Administration (NASA) after the fi rst shuttle disaster in 1986, 
in which the space agency went from being considered a bastion of “the 
right stuff” (Wolfe, 1979) to a failed organization that could not produce 
a working space telescope or land instruments on Mars (Murphy, 1996). 
Thus multiple, radically different outcomes can arise from a fork in what 
was previously perceived to be a cohesive, predictable narrative. Both 
identities—the “right stuff” image presented to the public and the inter-
nal culture of uncontrolled risk taking—were part of NASA from the 
start, with the “noise” of a dysfunctional organizational culture build-
ing to a radical bifurcation point in the 1986 Challenger disaster. The 
bifurcation point is the moment at which everything changes, and the 
differences lie in the attractor basin into which the organization slips.

Within the context of organizations, factors such as institutional 
forms, societal and organizational norms, stakeholder needs, or industry 
conventions may all form attractor basins that exert a pull on the orga-
nization, drawing it into a given pattern. Variations in these patterns 
depend on the myriad human, historical, and environmental factors 
that are unique to the organization—that specifi c portion of a complex 
system—being examined. In this spirit, van Uden et al. (2001) suggested 
that organizing can itself serve as “an attempt to stay away from the 
boundaries of the attractor basin” (p. 64). Using that same metaphor, tra-
ditional crisis planning may be seen as an effort to “stay away from the 
boundaries” where unwanted endogenous (e.g., executive misjudgment) 
or exogenous (e.g., media coverage) events might destabilize the organi-
zation’s hold on one attractor basin and push it into another. Later in this 
book, we argue that complexity-based crisis management includes the 
ability to react adaptively when the organization slips or is pushed into 
such a basin at a bifurcation point. For now, we argue that this adaptiv-
ity is impaired by traditional management assumptions that attempt to 
impose control in ways and on situations that are not amenable to it.

Scientifi c Management and Systems Theory

Systems-based thinking underlies many of these efforts to exert control. 
Some researchers view complexity theory itself as an extension of sys-
tems thinking (Mathews, White, & Long, 1999; McElroy, 2000). In fact, 
the two fi elds do share certain qualities, mainly a sense of context and 
totality expressed through attention to the environment and the contri-
bution of parts to the whole. However, complexity theory differs from 
systems theory in ways that involve managerial control and are there-
fore important for crisis management.

Primarily, systems theory has preserved a concern with regulation 
that comes from its early roots. General systems theory, developed in 
the 1940s by Austrian biologist Ludwig von Bertalanffy, was concerned 
with the regulatory mechanisms of organisms and between organisms 



PREDICTABILITY AND CONTROL IN COMPLEX SYSTEMS 41

and the environment. It became closely associated with cybernetics 
and systems dynamics, giving the approach an engineering perspective 
(Stacey et al., 2000). These schools of thought intersected with concepts 
from scientifi c management from the early part of the twentieth century. 
That approach took a mechanistic view, dividing the organization into 
distinct activities, objectively defi ned and governed by clear rules and 
principles in order to produce measurable output. Management scien-
tists saw themselves as located outside the system, designing rational 
processes to achieve predetermined goals.

Although these earlier concepts have now become far more sophis-
ticated, the systems approach still retains its emphasis on control. In 
particular, systems thinking relies on the goal of homeostasis, or the 
tendency to move toward a state of stable equilibrium. The environment 
has substantial infl uence, but it remains separate from the organization. 
The system boundaries are seen as permeable to interaction with the 
environment to the extent necessary to maintain stability. Within this 
schema, managers assume the roles of task defi nition and boundary con-
trol, taking timely action to correct for change, preserve equilibrium, 
and regulate the system to achieve its maximum potential. Applying effi -
cient, linear causality, managers intervene at “leverage points” to control 
the dynamics within the system. System feedback does cause changes 
in patterns of behavior within an organization, but the feedback does 
not change the dynamics themselves; the system continues to operate 
in essentially the same manner as before, simply with more information 
(Stacey et al., 2000).

Although a systems approach may be an effective tool for structuring 
problems within a known set of options, we think it is an unrealistic 
approach to crisis management. The assumptions of distinct boundaries 
between organizational entities and their environments is a risky one 
in the relationship-driven context of crises. In addition, the notion of 
control dampens human agency in ways that reduce system adaptability. 
This is a severe limitation when it comes to dealing with the unknown, 
the rapidly changing, the uncertain, when people need the autonomy to 
make effective decisions that traverse functional restrictions when the 
system does not work as expected.

Despite these limitations, the rationalism of systems theory has made 
it an attractive framework for much crisis planning. For example, sys-
tems assume a set of rational rules and procedures that are designed 
by managers and followed by other organization members, such as a 
series of steps that become the offi cial plan. This is often the case with 
traditional crisis plans: fi rst, identifi cation of a core group of crises to 
plan for; second, consideration of alternative plans to contain the crises; 
third, codifi cation of the plans in a manual.

Were this rationalism and control truly the case, crises would not be 
a problem. Yet rules and procedures account for only a portion of what 
takes place within an organization, and an organization’s interaction 
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with other entities can seldom be stabilized for long. More realistic is 
the view expressed by Urry (2003) that equilibrium is not just diffi cult to 
impose and maintain; it is also not a natural state: “Ecological systems 
are always on the edge of chaos without a ‘natural’ tendency towards 
equilibrium” (p. 32). In a complex system—whether a living being or 
a society—complete stability is hardly desirable because it represents 
an inert state, equivalent to stagnation or even death. Instead of equi-
librium, managers and researchers necessarily struggle with the unique 
challenges presented by a system that, by defi nition, involves novel and 
unforeseeable change in a far-from-equilibrium state.

Redefi ning Prediction

From the standpoint of the functionalist scientifi c tradition, an inability 
to accurately predict future behavior often appears to signal inadequacy 
(Abel, 1998). Hence Urry (2003) argued that “much social science is pre-
mised upon the successful achievement of an agent’s or system’s goals 
and objectives” (p. 13). Yet from a complexity viewpoint, “social life is 
full of what we may term ‘relative failure’ ” as a “ ‘necessary consequence 
of incompleteness’ and of the inability to establish and sustain complete 
control” over the complex realm of the social (Malpas & Wickham, 1995, 
pp. 39–40, as cited in Urry, 2003, p. 14). Complexity-based thinking, 
therefore, does not expect rigorously accurate prediction nor view its 
lack as a shortcoming.

Surprise, uncertainty, and a lack of determinacy are fundamental 
properties of complex systems, including societies and organizations. 
When it comes to crisis management, we may need to develop a toler-
ance for looser causality, lighter controls, and limited predictability. In 
this spirit, Poole and Van de Ven (1989) asserted “that theorists need not 
be completely consistent; that seemingly opposed viewpoints can inform 
one another; that models are, after all, just models, incapable of fully 
capturing the ‘buzzing, booming confusion,’ no matter how strongly log-
ical arrogance tries to convince theorists otherwise” (p. 566).

Despite such words as confusion, the unpredictable nature of events 
does not require completely abandoning the principle of causality. 
Managers need not give up all efforts to understand, predict, or man-
age, but, rather, to redefi ne their expectations. Complexity is not random-
ness but a kind of plural causality. Complexity theories, particularly as 
applied to social organizations, maintain rigorous logical and mathemati-
cal underpinnings. These are simply pluralistic rather than the univo-
cal approach favored by mainstream science, as the study of complex 
systems requires the use of multiple perspectives (van Uden et al., 2001). 
Endogenous and exogenous factors interact in complex ways to bring 
about subsequent events; hence the need to maintain a broad view of the 
history and scope of a system that includes its multifarious possibilities.
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With respect to prediction, complexity-based thinking urges us not 
to abandon any hope of predicting but rather to rethink what we expect 
from that effort. Prediction is indeed possible within complex systems 
as long as we make a subtle but signifi cant shift in our attitude, con-
sidering forecasting as “not the ability to foretell specifi c, well-defi ned 
events (in space and time), but, at best, the ability to foretell the range 
of possible behaviours the system might adopt” (van Uden et al., 2001,
p. 63). Therefore, we are not looking to chart a clear path to an outcome 
but rather to develop a menu of contingencies. In addition, although 
complexity science does not allow us to predict specifi c outcomes, it 
may be useful in forecasting the complete breakdown of system struc-
tures, which tend to occur after multiple bifurcations (Price, 1997). We 
should also limit our predictions to the short term, as myriad interac-
tions among agents will quickly multiply longer-term possibilities far 
beyond our capacity to model them (Richardson, Cilliers, & Lissack, 
2000). As Fink (1986) pointed out with respect to organizational crises, 
“for any one effect there may be fi ve causes, and for any one cause there 
may be fi ve effects” (as cited in Lagadec, 1993, p. 64).

These are not necessarily severe limitations if we shift our aims from 
the positivist demand for accuracy within narrowly defi ned constraints 
to a goal more in line with the character of complexity theory: deeper 
understanding of localized situations. Instead of a master plan for crises, 
we would be more attentive to the local, the short term, and the contin-
gent. This approach redefi nes strategy in terms of quick response and 
organizational learning. The ability to learn and act quickly is so central 
to crisis management in a complex environment that we consider it at 
length in part II.
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Case History

Knowledge, Uncertainty, and Expertise

NASA

Perhaps no other organization has commanded more respect, from 
both the public and the world’s scientifi c community, than has the 
National Aeronautics and Space Administration (NASA). Established 
in 1958, NASA quickly made a reputation for cutting-edge technologies 
and successful space missions. In 1979, journalist Tom Wolfe labeled 
NASA’s can-do, risk-taking culture as “the right stuff.” However, NASA 
today faces serious funding and leadership challenges, not to mention 
a tarnished reputation. Far from exhibiting the right stuff, NASA is 
now associated with multiple mission failures, in particular the vivid 
shuttle disasters of Challenger (1986) and Columbia (2003). 

NASA’s current state stands in stark contrast to its glory days in 
the 1960s and 1970s. A favorite agency of President John F. Kennedy—
himself a near-mythical hero to many Americans—NASA soon became 
an organization that could do no wrong. With the Apollo space pro-
gram, NASA undertook to land humans on the surface of the moon 
and bring them back safely to earth, and it accomplished that mission 
on July 20, 1969. The agency’s success in carrying out this extraor-
dinarily diffi cult task helped establish U.S. technological superiority 
on a global scale and also garnered NASA wide admiration for its 
accomplishments. 

There were, of course, problems in the background. A grisly cockpit 
fi re killed three Apollo astronauts in 1967; disaster was barely averted 
in 1970, when the Apollo 13 spacecraft not only failed to reach the 
moon but also nearly failed to come home after an onboard explosion 
crippled the controls. However, faced with manifold technological 
uncertainties, as well as known risks, NASA largely managed to con-
clude its Apollo missions with spectacular success. 

The Apollo program was not only successful, but it was also expen-
sive, costing the U.S. government billions of dollars. Under pressure to 
cut costs, in the 1970s and 1980s NASA focused on building frequently 
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launchable and mostly reusable vehicles: the space shuttles. The fi rst 
shuttle launched was Columbia, in April 1981. 

The space shuttle program appeared to be doing well. However, 
reusability and lower costs proved an expensive combination, as NASA 
engineers constantly pushed the envelope on risks and constantly suc-
ceeded, setting in motion a risk escalation culture that Vaughan (1996) 
described as “the social organization of a mistake” (p. 394). Finally, on 
January 28, 1986, the shuttle Challenger exploded during the program’s 
25th mission. The accident resulted from a leak in one of two solid 
rocket boosters that ignited the main liquid fuel tank, a failure that had 
been anticipated and discussed prior to the decision to launch. It killed 
all seven crew members and completely destroyed the shuttle in a trag-
edy televised before the eyes of millions of people around the world.

This failure provoked intense debate about the cost of the space 
missions, both human and fi nancial. A hiatus in the shuttle program 
followed, during which a special presidential commission investigated 
the accident. In June 1986, the Rogers Commission found that NASA’s 
organizational culture and decision-making processes had been key 
contributing factors to the accident. The Commission concluded that 
“there was a serious fl aw in the decision making process leading up to 
the launch of [the Challenger]. A well structured and managed system 
emphasizing safety would have fl agged the rising doubts about the 
Solid Rocket Booster joint seal” whose failure had caused the accident 
(Report of the Presidential Commission on the Space Shuttle Challenger 
Accident, 1986).

After the Challenger disaster, NASA turned its attention to revamp-
ing its shuttle program. It also pursued a variety of unmanned mis-
sions that included the Hubble Space Telescope and the International 
Space Station. However, public excitement about NASA projects had 
started to fade. During much of the 1990s, NASA faced shrinking 
annual budgets, a situation that refl ected public debate about whether 
a program perceived as problematic should be given priority (O’Toole, 
1999). As a result, NASA pioneered a “faster, better, cheaper” approach 
that allowed it to engage in a wide variety of aerospace programs while 
keeping down costs (Canizares, 1999). This approach, too, was criti-
cized when the Mars Climate Orbiter and Mars Polar Lander were lost 
in 1999 (O’Toole, 1999; Canizares, 1999).

In February 2003, public debate resurged when disaster befell the 
space shuttle Columbia during the program’s 113th mission. After much 
anticipation and delay, Columbia fi nally completed its mission, only to 
break up in a spectacularly horrifi c manner, again televised around the 
world, during the ship’s reentry into the earth’s atmosphere. Like the 
Challenger disaster, the Columbia accident killed the seven astronauts 
on board and proved extremely damaging to the entire NASA program. 
NASA once again faced severe criticism, and once again the investment 
in space programs and its future were debated. 
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After 7 months of analysis, the Columbia Accident Investigation 
Board (CAIB) released its report in August 2003, fi nding that the causes 
of the accident were both physical and organizational. The physical 
cause was failure of the shuttle’s protective heat shield, which had 
been struck during takeoff by a large piece of foam insulation that fell 
from the external fuel tank. The CAIB report concluded that “while 
NASA’s present Space Shuttle is not inherently unsafe, a number of 
mechanical fi xes are required to make the Shuttle safer in the short 
term” (Brown, 2003). Worse, the report also concluded that there were 
organizational failures: “NASA’s management system is unsafe to man-
age the shuttle system beyond the short term and . . . the agency does 
not have a strong safety culture” (Brown, 2003). The report highlighted 
some of the fundamental fl aws in communication and decision mak-
ing: “organizational barriers that prevented effective communication 
of critical safety information and stifl ed professional differences of 
opinion; lack of integrated management across program elements; and 
the evolution of an informal chain of command and decision-making 
processes that operated outside the organizations” (Columbia Accident 
Investigation Board, 2003, p. 9).

Despite years of organizational analysis and redesign between the 
two shuttle disasters of 1986 and 2003, NASA’s culture still under-
mined its ability to control risk. In fact, well before the Columbia 
launch, the agency had put in place painstakingly detailed procedures 
that it considered adequate to prevent future disasters. The failure of 
these plans and procedures illustrates most of the shortcomings of cri-
sis planning. Chief among these dangers are overreliance on the formal 
plan and procedures, inability to see the total picture, and, above all, 
a homogenous organizational culture that saw no necessity to ques-
tion the way decisions were made (for thorough analyses of the NASA 
decision-making process, see Tompkins, 2005; Vaughan, 1996).

Although the NASA crises were more dramatic than many others, 
the cognitive shortcomings that led to the crises are common to many 
other organizations and may in fact be the norm, not the exception. In 
the section that follows, we consider these problems with knowledge 
and learning, ignorance and uncertainty, expertise and sensemaking. 
We combine the theories of complexity and organizational learning 
to show how these two theoretical strands offer insights into crisis 
management.



50

5

The Complexity of Information
and Assimilation

Knowledge and Ignorance

Most people think of a crisis as an event, a situation that has gone wrong. 
However, equally important is how that situation is interpreted by stake-
holders across the spectrum and how they make decisions based on their 
interpretations. That is the topic of this chapter and the starting point for 
our recasting of crisis management from a complexity perspective.

In one way or another, all crisis situations involve problems with 
information, knowledge, and understanding; and all audiences affected 
by a crisis have problems processing information. In particular, the 
media’s gatekeeping function commonly fails in the early stages of cri-
sis, so that all information gets into the story regardless of accuracy 
(Scanlon, Tuukka, & Morton, 1978). That gatekeeping failure can have 
widespread impact. According to Poulsen (1996), for example, Britain’s 
1996 mad cow disease story turned into a “media avalanche” because it 
developed quickly and got coverage in multiple media across national 
boundaries, “despite the fact that the factual basis may have been mis-
understood and [was] out of proportion to the coverage received” (p. 5). 
That information processing problem facilitated further calamities down 
the road: beef boycotts, bankruptcies, and political name calling.

For an organization’s nonmedia stakeholders, the most salient qual-
ity of a crisis is also its uncertainty—as to what is happening, what the 
organization is doing to resolve the problem, and what the crisis means 
to them (Millar & Heath, 2004; Ulmer et al., 2007). Similarly, managers 
within the organization experience crises in terms of confusion, infor-
mation fl ows far higher than can be processed, and loss of control over 
judgments and decisions, often producing what Weick (1993) referred to 
as a cosmology episode, a fundamental questioning of prior beliefs and 
opinions.

Most people agree that knowledge, learning, and sensemaking are 
essential components of crisis management. Typically, pragmatic cri-
sis literature focuses on knowledge in the sense of structuring and 
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processing data. This type of approach teaches managers how to iden-
tify potential crises, classify them, and prioritize them; how to list pub-
lics and key contacts, with messages tailored to each; how to classify 
events according to culpability and respond accordingly (e.g., Barton, 
1993, 2001; Coombs, 2007; Fearn-Banks, 2007; Fink, 1986; Mitroff & 
Pearson, 1993). Each one of these activities inherently recognizes that 
acquiring and organizing information is a central part of good decision 
making under duress. However, the pragmatic approach deemphasizes 
the dynamic learning and sensemaking aspects of managing a crisis. It 
puts the emphasis on preplanning the strategy and distilling it into a 
set of tactics, so that managers, overwhelmed by mountains of informa-
tion during a crisis, can act without having to build strategy and tactics 
from the ground up. This approach places learning and sensemaking 
before and after a crisis, in the form of issues management and postcri-
sis debriefi ng, but not during a crisis when tactics have primacy.

Some authors think that this focus on tactics during a crisis does 
not lead to optimal outcomes in the long haul. For example, Bechler 
(2004) remarked that because most of the crisis research “has focused 
on effective crisis response mechanisms and the need for crisis contain-
ment, crisis situations have been treated as isolated events rather than 
necessary correctives that are interrelated with the culture and history 
of the organization or industry” (p. 63). Rather than viewing a crisis 
as a single, anomalous incident, he recommended a “historical cultural 
context” that seeks to deconstruct “problematic organizational behav-
iors that over time have become ‘acceptable’ and embedded within the 
culture,” so that “decision-making becomes ‘contextually’ understood 
rather than ‘incidentally’ understood” (pp. 73, 74). This context-sensitive 
decision making is important because crises often emerge from patterns 
of organizational behavior over time: “They are intertwined and inter-
related; to understand one you have to be able to study the other” (p. 
71). The Challenger and Columbia disasters recounted in the opening of 
this section offer an example of the potentially severe consequences of 
failing to adequately address an organization’s entrenched culture and 
historical patterns of decision making.

Lagadec (1993) made a similar observation when he described crises 
caused by marketplace rumors as emerging from ill-understood cultural 
perceptions. From this standpoint, for example, recurrent urban leg-
ends that claim that fast food is made from rodents actually express 
consumers’ deep-seated concerns that such food is unwholesome and 
literally “junk” food. Such legends will not subside until fast-food com-
panies deal with consumers’ concerns about nutrition, not with imme-
diate rumors about vermin. Poulsen (1996) noted a similar “cocktail of 
discourses” fuelling the public panic about mad cow disease: “A link 
emerges between a fatal, mysterious and perhaps contagious disease and 
the strong, deep-seated emotions which ‘animal-eats-animal’ arouses 
[sic]” (p. 5). In such situations, in which personal experience, media 
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coverage, knowledge, and emotions coalesce around a specifi c news 
item, it would be easy to miss the underlying cause of crisis—in com-
plexity terminology, its attractor—without the ability to see historically 
and contextually (Murphy, 1996).

This understanding of crisis as embedded in context comes very close 
to the complexity model of crisis that we described in part I. There we 
pointed out that because crises often behave like complex systems, detailed 
planning has only limited effi cacy in controlling them; crises have the 
potential to self-organize into such a large number of possible avenues 
that it is impracticable to try to plan each one tactically. Rather, we recom-
mended a type of historical-contextual decision making that aims beyond 
tactics and information toward understanding and sensemaking.

In this chapter, we lay the foundations for this contextual decision 
making by looking more closely at managerial information processing: 
what constitutes knowledge; how knowledge is communicated around 
an organization; and how cultivated expertise can fi ll in for uncertain 
or incomplete knowledge. Learning, sensemaking, and decision making 
are the focus of the chapters that follow.

Characteristics of Knowledge

We begin with a bundle of related terms: data, information, knowledge, 
expertise, and learning. Each is fundamental to good decision making. 
But what are the differences between these forms of cognition, and what 
does each contribute to decision making in an organizational exigency?

Some authors use the terms information and knowledge interchange-
ably (Marquardt, 1996) or without articulating the difference between 
them even when using the terms separately. For others, knowledge is 
a catchphrase that encompasses all other elements of decision making. 
Along these lines, a general defi nition of knowledge was proposed by 
Davenport and Prusak (1998):

Knowledge is a fl uid mix of framed experience, values, contex-
tual information, and expert insight that provides a framework for 
evaluating and incorporating new experiences and information. It 
originates and is applied in the minds of knowers. In organiza-
tions, it often becomes embedded not only in documents or reposi-
tories, but also in organizational routines, processes, practices and 
norms. (p. 5)

As this comprehensive defi nition implies, knowledge goes well beyond 
informational characteristics to include values, experiences, and organi-
zational culture. Here we discuss six core characteristics of knowledge: 
It is actionable; it is situated; it combines theory with practice; it can be 
tacit or explicit (or both); it can have both individual and collective ele-
ments; and it can be particular or holistic.
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1. Knowledge Is Actionable

The fi rst characteristic of knowledge is that it is structured to be usable. 
Hence McCampbell, Clare, and Gitters (1999) stated that knowledge is 
“information that must be processed, understood and acted upon” (p. 174). 
Tsoukas (2000) also saw the difference between information and knowl-
edge as a matter of structuring: “As individuals increase and refi ne 
their capacity for making distinctions . . . they increase their capacity 
for knowing. Knowledge is what is retained as a result of this process” 
(p. 106). Knowledge, then, turns unstructured information or data into 
interpreted, actionable intelligence.

Tsoukas and Vladimirou (2001) elaborated on these qualities when 
they placed knowledge along a continuum ranging from data (which 
situate items or events as a sequence) to information (which arranges 
data to show relationships and context) to knowledge (which requires 
an appraisal of the relative signifi cance of the information based on 
a given perspective). The continuum shows a progressive increase in 
the extent of human involvement, with data consisting of discrete bits 
subjected to no human intervention at one end and to socially gener-
ated knowledge at the other. Data and information require knowledge 
in order to be interpreted and applied to any given situation, because 
without the appropriate knowledge they remain meaningless (Stenmark, 
2001).

According to this scheme, knowledge involves the application of 
judgment, which in turn requires the individual to draw distinctions, 
a skill that invokes both theory and experience (Tsoukas & Vladimirou, 
2001). One may be taught a series of general rules but be unsure or 
unable to apply them in situations that do not clearly match the catego-
ries learned (Brown & Duguid, 2000). For example, a book may explain 
the techniques for diagnosing and repairing an engine, but an inexperi-
enced mechanic will not always be able to distinguish between similar 
diagnoses or know when a given screw has been tightened properly. 
Similarly, a staff member new to an organization may fi nd a detailed, 
prescriptive crisis plan simply bewildering, because he or she has not 
yet absorbed the collective knowledge that is often labeled “institutional 
memory.” This collective knowledge resides in individual cognitive pro-
cesses, as well as action networks, or relations among agents based on 
individual behaviors and collective routines (Heiss, 2006). Without an 
awareness of the shared understandings of the community, even the 
most detailed procedures may baffl e rather than enlighten. Novices 
must learn to understand collectively defi ned categories and standards 
before they can transform the information into applicable knowledge. 
Therefore the application of judgment also requires location within a 
“collectively generated and sustained domain of action” (Tsoukas & 
Vladimirou, 2001, p. 977). This is the situated quality, the second char-
acteristic of knowledge.
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2. Knowledge Is Locally Situated

Knowledge is local; it is peculiar to its site of origin. From this perspec-
tive, Nonaka and Konno (1998) described the difference between infor-
mation and knowledge as primarily one of context: According to their 
existentialist approach, knowledge is embedded in “shared spaces” that 
may be physical or virtual. These spaces foster the acquisition of knowl-
edge, fi ltered through one’s own experience or refl ections. Knowledge 
that is separated from this space becomes information, which can then 
be supplied to others outside the environment. Thus knowledge is local, 
whereas information is transportable and unsituated.

A complexity perspective also supports this insistence that knowl-
edge is situated. Complexity-based thinking argues against the decon-
textualization of knowledge, the claim that notions taken from one 
“shared space” may be applied interchangeably to other contexts. Hence 
in Chapter 3 we pointed out that one important characteristic of a com-
plex adaptive system is the local nature of interactions among its agents. 
No agent has complete knowledge about the behavior of the system as 
a whole; although agents are presumed intelligent, “that intelligence is 
local to their position on the landscape” (Levinthal & Warglien, 1999,
p. 345). The local, but diffusive, qualities of knowledge resemble the 
effect of local interactions between the large number of individual 
agents in a complex system. Kauffman (2000) termed this local explo-
ration “the adjacent possible” (p. 142), from which knowledge spreads 
to “a new adjacent possible, accessible from the enlarged actual that 
includes the novel discoveries from the former adjacent possible” 
(Mitleton-Kelly, 2003, pp. 36–37). In other words, knowledge spreads 
incrementally through local interactions between agents in shared 
spaces, accreting small changes as it goes. Without this commonality, 
knowledge does not diffuse.

3. Knowledge Combines Theory With Application

A comparable local/general dichotomy can be seen in the third charac-
teristic of knowledge, which revives two terms fi rst used in early mod-
ern Europe: ars and scientia—not quite art and science, but analogous 
to practice and theory (Burke, 2000). In organizational knowledge terms, 
we might consider ars, or practice, comparable to our own experiential 
knowledge, whereas scientia is comparable to knowledge that is transmit-
ted to us from information sources—print, electronic, or personal. Along 
similar lines, Gherardi (1999) referred to a difference between propo-
sitional knowledge and practical knowledge. Propositional knowledge 
refers to what some might call “book learning,” or knowledge spelled 
out and made explicit (scientia). In contrast, practical knowledge comes 
closer to experience (ars).
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4. Knowledge Can Be Tacit or Explicit

Related to these distinctions, a fourth characteristic of knowledge is 
whether it is tacit or explicit. Defi nitions of these terms vary, but for the 
most part, explicit knowledge “can be expressed in words and numbers 
and shared in the form of data, scientifi c formulae, specifi cations, manu-
als, and the like” (Nonaka & Konno, 1998, p. 42). Explicit knowledge is 
therefore easy to codify and communicate through formal systems. In 
contrast, tacit knowledge resists codifi cation and transmission, since it 
is highly dependent on the individual’s personal and subjective context 
of experience and values (Nonaka & Konno, 1998).

As these remarks suggest, many consider that explicit knowledge can 
be shared as information, whereas tacit knowledge is so subjective that 
it resists precise communication. In fact, Michael Polanyi (1961)—gen-
erally seen as the originator of the tacit-explicit distinction—asserted 
that by defi nition tacit knowledge cannot be made explicit because of 
its inherently personal character. Similarly, Cook and Brown (1999) 
remarked on a drawback of the term tacit, which seems to imply “that 
any such knowledge must be ‘hidden’ from our understanding or ‘inac-
cessible’ for practical purposes” (p. 384). They and others have argued 
that explicit and tacit knowledge are distinct forms of knowledge that 
cannot be “converted” into one another (Brown & Duguid, 2000; King & 
Ranft, 2001; Stenmark, 2001; Tsoukas & Vladimirou, 2001).

The example Cook and Brown (1999) used to illustrate their view of 
tacit knowledge is riding a bicycle. A bicyclist may not be able to respond 
to direct questions about, for instance, how to remain upright. She tac-
itly knows how to do so as a result of experience. An engineer may 
explain that the wheels of a moving bicycle are effectively gyroscopes 
that require a force to overcome their tendency to remain in the plane 
of rotation and how the rider shifts his or her weight to provide this 
force. However, possession of this knowledge does not indicate whether 
a person is actually capable of remaining upright on a bicycle; it merely 
denotes an understanding of the physical and engineering principles 
involved. Many capable bike riders cannot provide such a description, 
yet lack of such explicit knowledge does not hinder their ability to ride. 
The two kinds of knowledge may exist either separately or together, but 
tacit knowledge is the type required in order to perform the physical 
activity of bicycling—indeed, it is the result of having practiced bike 
riding, as it can be acquired only by interacting with the domain in 
question.

Although explicit and tacit knowledge are distinct according to this 
outlook, each may aid in acquiring the other. For instance, someone 
might practice riding a bicycle mindfully in order to describe the expe-
rience in words and thus state in explicit terms how a bike rider stays 
upright. This description may be of some use to a beginner, but it cannot 
replace the tacit knowledge that every aspiring bicyclist must acquire 
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individually through practice. Cook and Brown (1999) argued that this 
process cannot be described as “converting” tacit knowledge into explicit 
knowledge because the end product does not in any way replace the tacit 
knowledge—which is still necessary in order to practice the activity—
nor was the explicit knowledge merely uncovered from a preexisting 
state “hidden” within the tacit knowledge. When an experienced rider 
describes how to ride a bike, he uses tacit knowledge to generate explicit 
knowledge about bicycle riding, which may then be applied in a variety 
of ways as a separate entity. In essence, this conceptualization integrates 
ars and scientia, stating that they must both be present in order to refl ect 
the richest possible knowledge. Similarly, others have asserted that the 
two forms of knowledge—tacit and explicit—must coexist and cooperate 
as two sides of the same process (Stacey, 2001; Tsoukas & Vladimirou, 
2001). In organizations, purely tacit or purely explicit knowledge is 
unusual; most often experiential knowledge occupies an intermediate 
position along a continuum (Dixon, 2000), just as bicycle riding instruc-
tions combine both aspects of knowledge.

Although doctrinaire, these debates about tacit and explicit knowl-
edge try to get at problems that hold particular interest for crisis plan-
ners: How transferable is knowledge? In what form is it most effectively 
transferred? Crisis scholars have dealt with similar issues, particularly in 
differentiating technical and symbolic approaches to crisis. For example, 
Hearit and Courtright (2004) criticized an “objectivist” or “materialist” 
view of crisis communication as “information transfer” whereby crisis 
communication is conceptualized as a “‘conduit’ through which mean-
ings are ‘transferred’ from one person to another” (p. 204). The techni-
cal approach tends to focus on the transmission of explicit information, 
generally in the form of a detailed crisis plan that contains scripts for 
as many contingencies as possible. This approach implies a view of 
information as a commodity that can be handed from person to person. 
Other scholars have favored a symbolic approach to crisis communica-
tion that emphasizes crises as socially constructed by people both inside 
and outside the organization (Hearit & Courtright, 2004). This approach 
favors a holistic view, looking at organizational culture during a crisis 
for patterns of dysfunctional attitudes that produced confl ict and crisis 
with stakeholders (Bechler, 2004). In both the Challenger and Columbia 
disasters the failure of known safety issues to generate preventive action 
highlights both the information-sharing and cultural aspects of knowl-
edge transfer in a crisis situation.

These views of knowledge are expressed in two main streams of 
knowledge literature, the commodity view and the community view 
(Stenmark, 2001). The commodity view sees knowledge as a “thing” that 
exists separately from the knower, an object that can be manipulated, 
broken into discrete parts, stored, indexed, and transferred between 
people and groups. The community view sees knowledge as a process 
enacted through social intercourse, something that exists solely within 
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the context of a given relationship and cannot be disconnected from the 
knower or from a given environment. Community knowledge is highly 
situated knowledge.

Boisot (2003) approached these views of knowledge from a complex-
ity perspective to describe how fi rms organize and share information. 
He contrasted the world of Zen Buddhism, “a world in which knowl-
edge is highly personal and hard to articulate,” with the world of bond 
traders, “where all knowledge relevant to trading has been codifi ed and 
abstracted into prices and quantities. This knowledge, in contrast to that 
held by Zen masters, can diffuse from screen to screen instantaneously 
and on a global scale. Face-to-face relationships and interpersonal trust 
are not necessary” (Boisot, 2003, pp. 188–89). Like bond traders, the 
knowledge management fi eld in general prefers the commodity view 
of knowledge. Hence, according to Mårtensson (2000), the greatest con-
tribution by the fi eld of knowledge management has been its effort to 
“transpose tacit knowledge into explicit information, which will lead 
to greater possibilities to manage and control knowledge effectively”
(pp. 212–13). Information and knowledge in this context are often expressed 
in economic terminology. For example, Laudon and Starbuck (1996) com-
pared knowledge to an “inventory” of information that goes well beyond 
a mere “accumulation of information: It is an organized collection that 
refl ects the intentions of the humans who create and interpret it. Thus, 
knowledge resembles an organized portfolio of assets” (p. 3924).

Writings that focus on “managing intellectual capital” adopt this com-
modity-based view of knowledge and its role in the organization (Carneiro, 
2000; Dawson, 2000; McCampbell et al., 1999; Pérez-Bustamante, 1999). 
However, this “bond trader” focus can create a problem for the “Zen 
masters” because it fails to account for the social, community knowledge 
that, in a complex system, amounts to more than the sum of its parts. 
This collectivity constitutes another important aspect of knowledge.

5. Knowledge Can Be Both Individual and Collective

So far we have looked at four characteristics of knowledge: It is structured, 
it is situated, it has elements of both theory and practice, and to varying 
degrees it can be explicit or tacit, raising issues about its transmissibility 
between individuals and groups. This is where the fi fth characteristic of 
knowledge comes in: It incorporates both individual and collective ele-
ments. Generally, authors agree that knowledge at an organizational level 
amounts to more than the sum of many knowledgeable individuals; it is 
a collective phenomenon within communities and therefore “cannot be 
represented as the aggregation of individual knowledge” (Snowden, 2000, 
p. 53). Instead, collective knowledge is qualitatively different from indi-
vidual knowledge, not simply an outgrowth of it.

Group knowledge has characteristics and functions that clearly dis-
tinguish it from individual knowledge. Groups, including organizations, 
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have socially constructed, shared assumptions that encompass far more 
meaning on the group level than on an individual level. One example 
of this group knowledge is the “body of knowledge” of a given trade or 
discipline. There is no need to assume that all members of the group 
possess the same knowledge or the same level of knowledge. Instead, 
groups themselves have access to knowledge based on the actions under-
taken collectively, which is “epistemically distinct from work done by 
an individual in it, as informed by the knowledge he or she possesses” 
(Cook & Brown 1999, p. 386).

From this perspective, the organization provides three bases for 
knowledge: a group of actors, a physical or social context, and “a par-
ticular set of concepts (or cognitive categories) and the propositions 
expressing the relationship between concepts” (Tsoukas & Vladimirou, 
2001, p. 980). Similarly, Heiss (2006) described organizations as consist-
ing of three types of interlinked metanetworks: knowledge domains, 
social networks among organizational members, and routine practices. 
However, she observed that these networks primarily exist in the form 
of “idiosyncratic cognitive maps” (p. 3) in the minds of organizational 
actors and are constantly updated. Knowledge is therefore situated not 
in the facts themselves as much as in the interaction among individual 
organizational members and their shared perceptions, practices, and 
experiences.

This collective defi nition of organizational knowledge is highly com-
patible with complexity theory. In essence, a group is an incompressible 
complex system, one whose characteristics cannot be described simply 
as the sum of its parts, because the collectively shared organizational 
knowledge is qualitatively different from the knowledge possessed by 
each individual within the group. As in other complex systems, local 
interactions between constituent actors result in patterns that are 
repeated with subtle changes over time, as the group makes its way 
through “phase space,” or organizational history. The group is not a static 
entity—a collection of individuals—but rather a dynamic whole whose 
actions and knowledge may not be meaningfully or usefully reduced to 
an account of actions taken by the individuals in them.

As with complex systems, history is important to group knowledge. 
Groups that work together regularly develop a sort of “transactive mem-
ory,” a means for members to jointly encode, store, and retrieve infor-
mation (King & Ranft, 2001; Rulke & Rau, 2000). The benefi ts of such a 
system are twofold, as it allows members to share not only information 
as such but also an awareness of what knowledge individual members 
possess. This kind of distributed cognition occurs in settings in which 
agents “act independently yet recognize that they have interdependen-
cies” (Boland, Tenkasi, & Te’eni, 1994, p. 456). As a result, groups need 
“an effective transactive memory system . . . to retrieve the knowledge 
needed from an expert in the group in a timely fashion,” whereas an 
ineffective transactive memory “could leave the group with either a 



THE COMPLEXITY OF INFORMATION AND ASSIMILATION 59

fruitless search for the needed knowledge or fl awed information from 
‘nonexperts’” (Rulke & Rau, 2000, pp. 374–75). This is the same concern 
addressed by crisis management teams with members selected to include 
all germane areas of expertise across the organization.

In fact, if we view organizations as “distributed knowledge systems” 
(Gherardi, 1999, p. 113), this conceptualization has clear consequences 
for how we approach any team-based activity, especially one requiring 
tight coordination. Gherardi pointed out, for instance, that in such a sys-
tem “no single agent can fully specify in advance what kind of practical 
knowledge is going to be relevant in a situated course of action” (1999,
p. 113). Therefore, within a group context, an essential part of knowl-
edge involves awareness of where to fi nd information as the need arises 
and knowing who has the necessary skills for a given task. The crisis 
management team is set up to maximize this transactive memory sys-
tem by requiring that managers who are ordinarily widely distributed 
throughout the organization interact repeatedly to share their expertise 
(Barton, 2001; Coombs, 2007).

6. Knowledge Is Both Particular and Holistic

The emphasis on collective knowledge leads to the fi nal characteristic 
of knowledge that we discuss: Knowledge has both particular and holis-
tic modes. Although Polanyi (1961) did not use these labels, we have 
adopted his dichotomy of knowledge, which alternates between detailed 
examination of the individual parts of an entity and the study of the 
relationships between those parts within the whole.

The particular mode of knowledge is essentially based on analysis, 
breaking entities down into smaller parts, such as the buildings and 
roads of an urban layout or the symptoms of a disease. Such partition-
ing has clear benefi ts, as it makes phenomena more tractable to analysis. 
For that reason, as we saw in chapter 2, crisis experts usually partition 
crisis life cycles into discrete phases. However, Polanyi (1961) identifi ed 
two weaknesses in this approach. First, some particulars are always left 
unspecifi ed; and second, even when particulars can be identifi ed, they 
are always transformed to some extent by their isolation in an analy-
sis. We have already seen that the structure of complex systems raises 
similar concerns: The rule of incompressibility means that the part can-
not stand for the whole, and therefore the individual variable studied in 
isolation does not necessarily refl ect what is actually happening in the 
system.

The reverse of the particular mode is the holistic mode of knowl-
edge, which focuses on relationships between the parts and their joint 
role in forming a comprehensive entity. This conceptualization comes 
very close to the fractal approach previously described in relationship 
to complex systems. Both focus on the history, or “phase space,” of a 
system and the relationships that form repeated patterns in a system 
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as it moves through time. This fractal view tends to highlight relation-
ships between discrete events and societal trends, looking at them as 
expressing the same fractal social patterns with variations on scale that 
depend on the level of observation used to observe the system: indi-
vidual, organizational, or societal. The holistic or fractal conceptualiza-
tion is particularly useful with respect to crisis planning, and especially 
issues management, which demands a high level of context sensitivity. 
Therefore, “in a process similar to analyzing fractal patterns, issues 
managers look for relationships between emerging social concerns, and 
then seek correspondences between industry or organizational actions 
on a micro scale, and the social context on a macro scale” (Murphy, 
1996, p. 103). Issues management requires the ability to switch back and 
forth between holistic and particular modes of knowledge.

Polanyi (1961) described the particular and holistic modes of knowl-
edge as complementary yet contradictory, operating on a sliding scale 
whereby having more of one capability always means having less of 
the other. This distinction returns us to the basic division between the 
“bond trader” and the “Zen master.” According to Boisot (2003), the Zen 
view of the world allows “absorption” of complex phenomena—a holistic 
form of understanding—but it limits the transmissibility of knowledge. 
Conversely, the bond-trader view of the world encourages “reduction” of 
complex phenomena to data and information bits that are less rich but 
more easily and rapidly transmitted.

Crisis situations require rapid transmission of information, yet we 
have seen that without a grasp of historical context, crisis communica-
tion can miss the mark, aimed at the wrong publics or tangential con-
cerns. Therefore, we next consider the complementary roles of both kinds 
of knowledge, fi rst the world of the bond trader—knowledge managed as 
a commodity—and then the world of the Zen master—knowledge man-
aged as a social process.

Knowledge Management

When the knowledge management movement fi rst started in the 1980s, it 
mainly focused on improving the effi ciency and productivity of “knowl-
edge workers” by enhancing business processes. Most commonly the 
improvement came through the use of information technology systems 
to aid in storing, codifying, and retrieving information (McElroy, 2000). 
Capturing an organization’s collective expertise in databases continues 
to be a key part of knowledge management. This capture could help 
organizations “to ‘know what they actually know’ and then marshal and 
exploit this knowledge in a systematic way” (Mårtensson, 2000, p. 208).

However, this storage-and-retrieval model suffers the limitations of 
technology, since a focus on data and information leaches away poten-
tially rich context. Especially when it is linked with the information 
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technology (IT) systems used in organizations, this outlook introduces 
a number of problems. First, it biases the handling of knowledge in 
organizations to fi t the available technology solutions, directing action 
“towards problems that these information systems can handle rather 
than those experienced by participants” (Nidumolu, Subramani, & 
Aldrich, 2001, p. 116). Put another way, when the only tool is a ham-
mer, all problems will look like nails. Second, IT-centered information 
handling favors top-down, manager-driven initiatives that focus on mea-
surable outcomes (Nidumolu et al., 2001). This bias is also refl ected in 
some crisis literature, in which companies are advised to measure the 
success of their crisis management efforts by customer survey scores, 
content analyses of media coverage, and stock prices—important, but not 
exclusive, indicators. Third, the IT approach can fail if “errors in the 
analysis, storage, retrieval and reapplication of past experience” lead to 
“under- and over-generalizations of its relevance and to self-fulfi lling 
prophesies” (Mirvis, 1996, p. 16). Union Carbide’s 1986 toxic gas leak 
in Bhopal is a case in point, as detached cost-benefi t calculations half a 
world away promoted, at the Indian plant, neglect, indifference, safety 
violations, then disaster.

An additional problem raised by IT approaches to knowledge has to 
do with the classifi cation and storage of information in readily acces-
sible and retrievable forms. One reason for this process is the desire to 
create a centralized repository of information scattered throughout the 
organization, what is often referred to as “dispersed knowledge” (Becker, 
2001). However, many IT-oriented scholars acknowledge that it is impos-
sible to centralize an organization’s knowledge in its entirety (Becker, 
2001), so this effort may not fulfi ll its anticipated usefulness. As Marra 
(2003) noted with respect to formal crisis plans, such forms of knowl-
edge tend to remain on the shelf.

Even though access to information is crucial when time is limited, 
this type of database thinking has conditioned the way organizations 
approach many problems today. There is a tendency to break situa-
tions down into parts that may be labeled and cross-indexed for rapid 
retrieval. Knowledge management is no exception. However, the prob-
lem with using this approach in situations that are complex, rather than 
merely complicated, is the loss of contextual and qualitative meaning 
(Snowden, 2000; Weick, 1993). As we have seen, complex systems are 
more than the sum of their parts; their meaning resides in the relation-
ships between their components, rather than within individual com-
ponents in isolation, and that is the reason that complex systems are 
considered to be incompressible.

These differing outlooks on knowledge have resisted synthesis and, 
overall, knowledge theorists remain divided into the two camps, either 
bond traders or Zen masters. Thus for many, organizational knowledge 
primarily consists of information, in which case knowledge manage-
ment tends to focus on how to store, retrieve, and share this information 
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(Dawson, 2000; Farr, 2000; Levett & Guenov, 2000; Nidumolu et al., 2001; 
Pérez-Bustamante, 1999). For others, knowledge management is instead 
a matter of guiding complex social processes (Brown & Duguid, 2000; 
Cook & Brown, 1999; Tsoukas & Vladimirou, 2001).

Knowledge Management as Social Process

In social terms, knowledge management is primarily a dynamic process 
of turning an unrefl ective practice into a refl ective one. This transfor-
mation takes place by elucidating the rules guiding the activities of the 
practice, by helping to shape collective understandings, and by facili-
tating the emergence of heuristic knowledge that will guide future 
decisions by organization members. In this manner, knowledge man-
agement becomes a subtle mode of “sustaining and strengthening social 
processes” (Tsoukas & Vladimirou, 2001, p. 991) rather than focusing 
principally on the fl ow of information. At the same time, it refl ects a 
pragmatic emphasis on action, whereby “new knowledge is created pri-
marily through ongoing interactions and improvisations that an organi-
zation’s employees undertake in order to perform their jobs” (Nidumolu 
et al., 2001, p. 119). Within this framework, knowledge and learning 
have an emergent quality, and managers avoid the purposive, informa-
tion-centric approach. Their role is instead to facilitate interaction and 
learning through both individual and group actions.

For the management of knowledge dispersed throughout organizations, 
this relational approach gives a very different perspective from an IT 
approach. Along these lines, Becker (2001) identifi ed three key problems 
created by the distribution of knowledge (both explicit and tacit) within 
organizations. The fi rst is the problem of large numbers—the fragmenta-
tion of knowledge into small, dispersed units that taxes organizational 
resources and prevents members from having a clear overview. Dispersed 
knowledge also creates asymmetries, or unequal distribution of knowl-
edge that leads to uneven development of learning skills and, in turn, 
irregular constraints on further development. Finally, dispersal exacer-
bates the problem of uncertainty, signifying that “neither the probabili-
ties of the different alternative choices nor all the different alternatives 
are known. . . . They are indeterminate and emerging. Therefore, the basis 
for taking decisions is not clear” (Becker, 2001, p. 1040). This dispersal 
and uncertainty were key factors in the 1986 explosion of the Challenger 
space shuttle. Calling the problem “structural secrecy,” Vaughan (1996) 
argued that knowledge was so fragmented and dispersed around NASA 
that no single person possessed enough knowledge of the shuttle’s com-
plicated mechanics to make a good decision about launching in cold 
weather; no one person could see the total pattern of small compromises 
in safety that mitigated against the launch.

As the Challenger example shows, all three problems with dispersed 
knowledge—large numbers, asymmetries, and uncertainty—come to the 
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fore in crisis situations. From a complex systems perspective, it would 
be futile to attempt to overcome their effects entirely, but one might 
work with these constraints, rather than against them, by providing the 
means to limit their negative effects. Becker’s (2001) solutions to the 
diffi culties raised by dispersed knowledge focus not on capturing and 
storing information but rather on facilitating access to knowledge by 
enhancing social networks. He described this strategy as “a shift from 
direct knowledge—‘know how’ or ‘know what’—to indirect knowledge: 
‘know whom’” (p. 1041). This approach encourages the development of 
knowledge and expertise at the group level. It also underlies the reason-
ing behind recommendations to form crisis management teams, to bring 
together sources of expertise from across the organization whose knowl-
edge can be tapped on short notice during fast-breaking crises.

As regards uncertainty reduction, Becker (2001) recognized that it is 
necessary to distinguish between two fundamentally different types of 
uncertainty before devising the appropriate information strategy. Stochastic 
uncertainty describes a situation in which specifi c probabilities for an 
array of possible outcomes are known. This kind of uncertainty may be 
effectively reduced by increasing the amount of information available to 
the decision maker. The other form of uncertainty, structural uncertainty, 
is often referred to as “ambiguity” because the probabilities of various 
potential outcomes remain unclear. Unlike stochastic uncertainty, ambi-
guity is generally intensifi ed by an increase in information (Becker, 2001; 
Busby, 1999; Weick, 1995). In these situations, managers may benefi t from 
the holistic combination of skill and expertise, or “knowing.”

Knowledge Versus Knowing

In the previous sections we looked at multiple characteristics and forms 
of knowledge: its dependence on local interactions; its combination of 
tacit and explicit, individual and collective; its transmissibility. These 
various forms and functions all fi nd a place in two interrelated knowl-
edge frameworks proposed by Cook and Brown (1999): the “epistemology 
of possession” and the “epistemology of practice.” Possession and prac-
tice concepts help to synthesize the various forms of knowledge exam-
ined in the previous sections and clarify their roles in both individual 
and group settings.

The epistemology of possession implies that knowledge is an object 
that can be possessed by individuals or a group. In contrast, the epis-
temology of practice comprises coordinated, meaningful actions under-
taken by individuals and groups informed by a particular collective 
context; these meaningful actions simultaneously generate and make use 
of knowledge. Thus the epistemology of practice refers not to abstract 
knowledge (tacit or explicit) but to the application of that knowledge, 
the ars rather than the scientia, tangible activity performed in the real 
world. This application of knowledge is termed “knowing” and refers 
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to the epistemological dimension of action itself, at both the individual 
and group levels; “knowing is dynamic, concrete, and relational” (Cook 
& Brown, 1999, p. 387). In other words, “knowledge” involves possession, 
whereas “knowing” involves interaction between one or more knowers 
and the world; its signifi cance is found in relationships. Conceptualized 
in this way, knowledge becomes a tool for knowing. In turn, the practice 
of knowing is disciplined by the constraints of knowledge, as well as the 
physical and social environment.

As proposed by Cook and Brown (1999), this construct applied mainly to 
individual knowing. However, Gherardi (1999) applied the conceptualiza-
tion to organizations as well. She used the term “learning-in-organizing” to 
shift the emphasis toward the emergence of knowledge—hence, learning—
as a “collective accomplishment,” in contrast to the cognitive view of 
“knowing as internalization of knowledge and learning as acquisition of 
‘given’ knowledge” (p. 112). Likewise, Polanyi (1961) observed that know-
ing and doing (what Cook and Brown call knowledge and knowing) are 
usually found in concert.

The pragmatic focus on action and interaction as necessary to knowing 
runs parallel to interactions in complex systems. Knowing and knowl-
edge infl uence one another through a series of generative micro inter-
actions, a recursive process. Because the interaction between knower 
and domain allows both the acquisition of knowledge and its use, this 
“generative dance” goes well beyond mere knowledge-as-structured-
information, opening up the potential for the creation of new knowledge 
(Cook & Brown, 1999, p. 390). Novelty may emerge at any point through 
unique combinations of individual and group experience, situational 
demands, and human judgment (Tsoukas & Vladimirou, 2001). As previ-
ously pointed out, this process has affi nities with Kauffman’s “adjacent 
possible,” whereby local knowledge is diffused and transformed during 
interactions between neighboring agents. It also has affi nities with a 
fractal view of the world, in which very slight alterations in interactions 
among elements of a complex system over time develop subtly different 
yet related patterns.

Another aspect of this view of knowing is its inherently situated 
character. Knowing is inextricably linked to a given place and time and 
to the people who take part in it. The emphasis on location and inter-
acting with tools and the environment is a key attribute of the episte-
mology of practice. Hence authors often discuss the physical setting—or 
situated nature of knowing—when describing mastery or expertise in a 
given domain. For instance, Tyre and von Hippel (1997) investigated how 
engineers used location to solve problems with newly implemented tech-
nology at an integrated circuit board factory. They found that the engi-
neers were able to identify patterns and signs of anomaly thanks to their 
technical expertise. However, they noted that “this skill was necessarily 
situated: to discover a clue means to pick out as noteworthy some aspect 
of the specifi c setting that is not obvious to everyone” (1997, p. 76).
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This ability to perceive slight anomalies in massive amounts of data 
is also reminiscent of environmental scanning that relies on pattern 
recognition rather than highly specifi ed variables—a fractal approach. 
Whether they are issues managers or engineers, persons who possess 
knowledge are able to enact knowing that refl ects a certain degree of 
accomplishment or skill, based on their ability to distinguish cues from 
the physical and social environment. In other words, “knowledgeable 
action involves recognizing and using embedded clues” (Tyre & von 
Hippel, 1997, p. 76), what Tsoukas and Vladimirou (2001) called the abil-
ity to draw distinctions. Some authors refer to this level of skill and 
knowledge as “expertise” (Canon-Bowers, Salas, & Pruitt, 1996; Khatri 
& Ng, 2000; Klein, 1998; Schmitt, 1997). We will have more to say about 
expertise later in this book.

Ignorance The previous sections dealt with information and knowledge, 
but lack of knowledge is at least as important in crisis situations. As we 
have seen, one of the most salient characteristics of crises is their high 
levels of uncertainty, or lack of information. These qualities make it 
important to understand not just knowledge but its absence: ignorance.

The fi fteenth-century philosopher and Catholic cardinal Nicholas of 
Cusa developed the concept of “learned ignorance” (de docta ignorantia) 
to describe the recognition of ignorance as a vital component of wis-
dom, “a reasonable way of combining knowledge and ignorance through 
awareness of limitations of knowledge” (Harvey, Novicevic, Buckley, & 
Ferris, 2001, p. 450). Reasoning from a position of ignorance, or under-
standing both what is not known and what is necessary in order to fi ll 
the gap, is vital in order to rapidly reframe volatile contexts for deci-
sion making. This skill is also an essential element of what we term 
expertise.

Not all ignorance is productive, however. Harvey et al. (2001) identi-
fi ed four basic types of ignorance: pluralistic, populistic, probabilistic, 
and pragmatic. Each is dysfunctional in its own way, and each is rel-
evant to a different type of crisis management. In pluralistic ignorance, 
people who disagree with policies or practices shared by the group pub-
licly adopt those same policies or practices to avoid creating dissent, 
believing that they are unique in their disagreement. In an organiza-
tional setting, for instance, members may keep silent about their dis-
agreement with organizational procedures of dubious utility or ethics, 
in the perhaps mistaken belief that everyone else fi nds them acceptable. 
Thus, in pluralistic ignorance, compliance with behavior is taken as a 
surface representation of deeper acceptance. Those who suffer from plu-
ralistic ignorance continue to perpetuate the illusion of agreement while 
remaining unaware that it is an illusion. Indeed, they often compensate 
for their private lack of acceptance by voicing strong public commitment 
to the very practices with which they disagree, as proof of their “mem-
bership in good standing” within the organization.
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Harvey et al. (2001) speculated that pluralistic ignorance might char-
acterize the behavior of individuals in teams in organizations with 
strong corporate cultures—behavior that may be “politically manipu-
lated by managers in terms of shifting accountability and interest-driven 
performance evaluation” (p. 453). Something of this sort may have been 
operating at Enron, where, according to Seeger and Ulmer (2003), CEO 
Jeffrey Skilling imposed on employees “values of greed and excess and a 
view that standard notions of right and wrong and traditional business 
principles simply did not apply” (p. 72). The “prevailing Enron culture 
of no bad news, also functioned to create self-censorship and self-
persuasion” (Seeger & Ulmer, 2003, p. 74) so that managers lost their 
ability to discern warnings of upcoming crisis and proved powerless 
when the fi nancial implosion hit Enron.

Within the context of crisis, Janis (1972) also wrote about pluralis-
tic ignorance in his analysis of the “groupthink” planning process that 
doomed the 1961 Bay of Pigs invasion by Cuban exiles armed by the 
U.S. government. That poorly conceived attempt to overthrow Castro’s 
government not only failed in a military sense but also had widening 
repercussions in damaging United States-Cuba relations and laying the 
ground for the Cuban missile crisis the following year. Before the Bay of 
Pigs invasion, planning was marred by the overriding sense of euphoria 
surrounding the Kennedy administration. There was an unwritten rule: 
“no criticism.” Dissenters were told it was “too late to oppose” the Bay of 
Pigs invasion plan. Their memos protesting the plan never reached the 
top; planning meetings were set up so that participants felt embarrassed 
to object (Lagadec, 1993). Clearly such pluralistic ignorance represses the 
variety of viewpoints that current crisis management practices promote.

The second type of ignorance, populistic ignorance, is a social phenome-
non in which a group shares a common misperception or lack of knowledge 
about a given issue or topic. The collective nature of populistic ignorance 
contributes to its rapid diffusion and relative strength. False rumors are a 
common example of this type of ignorance; they indicate that, especially 
in crisis situations, stakeholders’ shared ignorance may overpower their 
shared knowledge and also diffuse faster than their shared knowledge 
(Harvey et al., 2001). The media often play a key role in spreading pop-
ulistic ignorance by perpetuating collectively shared norms and beliefs. 
Within organizations, populistic ignorance is most likely to develop in a 
strong organizational culture that prizes conformity and points to past suc-
cesses as the source of corporate knowledge. In such a culture, those who 
fi nd themselves in disagreement may suffer from pluralistic ignorance and 
publicly espouse the majority view without acknowledging their private 
disagreement. In this way, the ignorance becomes increasingly embedded 
within the organization and is used to interpret subsequent events and 
make decisions; it becomes populistic ignorance.

The organizational culture at NASA prior to the Challenger disaster 
illustrates the relationship between populistic ignorance and crisis. Five 
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years before the shuttle explosion, it was general knowledge at NASA 
that the rocket booster O-rings were causing problems. However, the 
space program was accustomed to “acceptable risks” that had not led to 
disasters in the past, and pushing the envelope of risk was a standard 
procedure in NASA’s culture. Therefore, “what NASA had created was a 
closed culture that . . . ‘normalized deviance’ so that to the outside world 
decisions that were obviously questionable were seen by NASA’s man-
agement as prudent and reasonable” (Gladwell, 1996, p. 34). The NASA 
culture thus perpetuated populistic ignorance, a collectively shared mis-
perception that led directly to the Challenger breakup.

The third type of ignorance, probabilistic ignorance, arises when judg-
ment becomes skewed due to incomplete, inaccurate, or outdated infor-
mation. This kind of ignorance is the product of societal and educational 
norms that lead people, consciously or subconsciously, to seek out deter-
ministic rules that guide experience rather than reassessing circum-
stances as they change and considering alternatives to past behaviors. It 
is especially insidious in the sort of complex and dynamic environment 
in which crises thrive, as people can become desensitized to changes in 
context. This inattention leads to errors in learning as people who are 
“ignorant of their ignorance” (Harvey et al., 2001, p. 456) regularly draw 
inconsistent conclusions to which they become increasingly attached 
over time, in a sort of spiral of increasing ignorance.

Probabilistic ignorance was certainly a factor in the 1986 Challenger 
shuttle disaster. During the subsequent hearings on the shuttle’s explo-
sion, engineers discovered that the decision rules NASA had used for 
years to judge the safety of the O-rings were based on entirely untested 
data. As one engineer remarked, “I was referencing a non-existent data 
base” (Vaughan, 1996, p. 392). Unbeknownst to the decision makers, 
“this launch decision had become dissociated from its creators and the 
engineering process behind its creation. They had followed it repeatedly, 
taking for granted the interpretive work that other engineers had done. 
They did not realize that Thiokol had not tested the boosters” (Vaughan, 
1996, p. 391).

Probabilistic ignorance also led to crisis and tragedy in the fi shing 
town of Minimata, Japan, in the 1950s. Economically dependent on a 
neighboring chemical plant that discharged mercury into a local bay, 
the population of Minimata still looked to the sea for its main nutrition, 
initially not voicing the suspicion that the sea was making them sick. 
In fact, “the local population had always considered eating fi sh as the 
remedy for bad health—even when the fi sh became contaminated. The 
sicker people got, the more they felt they should eat fi sh, and the greater 
the dose of poison they absorbed” (Lagadec, 1993, pp. 48–49). Eventually, 
the townspeople’s health problems came up against the chemical com-
pany’s refusal to admit culpability; the result was riots, vandalism, and 
compensatory payments to victims, a full-blown crisis for community 
and industry alike.
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Finally, the fourth type of ignorance, pragmatic ignorance, arises in 
complex and volatile situations in which unambiguous, reliable informa-
tion is unavailable yet in which one or more decisions must be made. 
In such situations, inaction can have consequences equally as serious as 
those of incorrect action (Harvey et al., 2001). This type of ignorance is 
especially pernicious to companies in crisis that hunker down and say 
nothing—such as Exxon in the initial days after the 1989 Valdez spill, 
or the Soviet government for nearly 3 days after the 1986 Chernobyl acci-
dent. If they are not to be paralyzed into inaction, managers who rec-
ognize their pragmatic ignorance are forced to take action based on the 
best information at hand. Mitleton-Kelly (2003) described this situation 
in terms of living in a complex adaptive system that forces managers 
“to change their rules of interaction; to act on limited local knowledge, 
without knowing what the system as a whole is doing” (p. 27; italics in 
original). In the same spirit, Holder (2004) argued that the controver-
sial decision by Union Carbide’s CEO Warren Anderson to visit Bhopal 
immediately after his company’s lethal gas leak was justifi ed because “it 
was ‘doing something’ and perhaps more effective in the long run than 
taking no action” (p. 55), even though Anderson had little information 
or aid to offer.

Learning occurs when people openly confront their ignorance. Just as 
artists prepare to draw an object by examining not its structure but the 
empty space around it, organizations and individuals may gain knowl-
edge by examining their ignorance (Stocking, 1998). In an organiza-
tional context, the optimum situation is that of managing from knowing 
(Harvey et al., 2001). In this condition, managers have two options: (1) 
They can combine their knowledge and knowing with an awareness of 
what is not known and how it may be obtained, as one might do with a 
crisis management team. (2) Otherwise, managers might use their prag-
matic ignorance as a tool for action even when the required information 
is unavailable. Managing from knowing, or learned ignorance, is there-
fore essentially a form of expertise that helps managers deal with miss-
ing or equivocal information. It requires both the ability to recognize, 
and open acknowledgement of, areas of ignorance. It is a capability that 
can be achieved only through processes of learning, discussed in the 
next chapter.
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In the preceding chapter, we looked at knowledge as a collectively gen-
erated endeavor, a blend of information and experience with gaps and 
imperfections that require completion by means of educated guesses or 
hunches. Here we look at those characteristics with particular reference 
to organizations and teams. How does group learning come about? How 
do organizations learn quickly during crises and glean valuable knowl-
edge from failures?

The idea of collective learning—of organizations as “systems that 
learn”—originated in the early 1960s with studies of how organiza-
tions process information and make decisions (Laudon & Starbuck, 
1996). In the broadest terms, learning involves both the acquisition 
and the creation of knowledge. Particularly in crisis situations, man-
agement teams need to learn fast in order to master rapidly changing 
environments.

Three aspects of learning are especially important in these exigen-
cies. First, learning is both an individual and a social process, one that 
“takes place as much in people’s minds as in the social relations among 
them, in the oral, written and ‘visual’ texts which convey ideas and 
knowledge from one context to another” (Gherardi, 1999, p. 111). The 
second aspect of learning involves change. Learning is said to have 
taken place when an individual’s or group’s attitudes, perspectives, or 
behaviors are altered (Blackler & McDonald, 2000; Cope & Watts, 2000). 
Finally, learning is tied up with the concept of identity. Brown and 
Starkey (2000) described learning as “an ongoing search for a time-and 
context-sensitive identity” (p. 110) and its management as a means of 
promoting “critical refl ection upon individual and organizational iden-
tity” (p. 114). Keeping these factors in mind, in the following sections 
we consider the impact of group orientation, change, and identity on 
organizational learning.

6

The Complexity of Understanding

Constructive and Deviant Learning
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Learning in Organizations

Some researchers view organizational learning as an extension of indi-
vidual learning. Therefore, they defi ne group learning as the aggregate 
of that of its members (Mirvis, 1996; Senge, 1990). However, this view-
point differs from our own approach to knowledge, sensemaking, and 
decision making, in which we focus on the group, not the individual, 
as representing the emergent properties of complexity. Other researchers 
also put the emphasis on groups, viewing organizational learning as a 
“multilayered intersubjective phenomenon” (Oswick, Anthony, Keenoy, 
& Mangham, 2000, p. 888) that is “emergent, distributed, and resident in 
people, practices, artifacts and symbols” (Nidumolu et al., 2001, p. 118). 
This approach is occasionally termed the “situated” theory of organiza-
tional learning. It shifts attention away from the individuals within the 
group and toward the group itself—the context of its activities and the 
physical and social setting in which it operates (Nidumolu et al., 2001). 
Our discussion of organizational learning proceeds from this concept of 
group learning as an emergent phenomenon that cannot be summed up 
as an aggregation of individual learning.

In addition to the dichotomy between individual and group learning, 
theories of organizational learning also expose a dichotomy between com-
plete agreement and toleration of multiple points of view. Some authors 
bypass confl ict among viewpoints by recommending “team learning” as 
“free and creative exploration of complex and subtle issues, a deep ‘lis-
tening’ to one another and suspending of one’s own views” (Senge, 1990, 
p. 237). Their objective is to create a cohesive and uncontested outcome, 
a univocal perspective.

Others have identifi ed collaborative dialogue as a distinguishing fea-
ture of organizational learning (Koschmann, 1999; Oswick et al., 2000; 
Tyre & von Hippel, 1997). This approach to learning is less orderly than 
reaching consensus. It distinguishes the simple transfer of information 
from truly dialogic interaction with its own emergent properties of under-
standing and potential for creating knowledge. If human interaction is 
mainly an information process, “meaning is already possessed, and the 
reason I talk is to get it to others, hoping to change their choices” (Deetz, 
1995, p. 97). But dialogic interaction “suggests that meaning is always 
incomplete and partial, and the reason I talk with others is to better 
understand what I and they mean, hoping to fi nd new and more satisfy-
ing ways of being together” (Deetz, 1995, pp. 97–98). Thus organizational 
learning based on dialogue does not involve stitching together diverse 
but equivalent accounts and viewpoints. Instead, it becomes an explora-
tion of differences between varying levels of expertise and a range of 
communication abilities: to frame arguments, to communicate thoughts 
and opinions, and to conduct debate in an organizational context.

Group learning is further enriched by a mixture of practices that are 
socially distributed throughout the organization: historical effects, social 
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and physical artifacts, and contextual situations. The tensions generated 
by this interplay are what create learning over time. Organizational 
learning then becomes “a complex mix of intersubjective and generic 
sensemaking, heedful and decentered collaboration, enrolment and per-
formance, apprenticeship and profi ciency” (Blackler & McDonald, 2000, 
p. 841). Drawing on complexity theory, Mitleton-Kelly (2003) described 
this learning process as

an emergent property in the sense that it arises from the interac-
tion of individuals and is not just the sum of existing ideas, but 
could well be something quite new and possibly unexpected. Once 
the ideas are articulated they form part of the history of each indi-
vidual and part of the shared history of the team . . . and these new 
ideas and new knowledge can be built upon to generate further 
new ideas and knowledge. (p. 42)

Four Approaches to Organizational Learning

Given its complex origins in dialogue, history, and shared and unique 
experiences, what can be expected as the outcome of organizational 
learning? The literature offers a variety of disciplinary perspectives, 
each with its own ontological and methodological framework and thus 
a distinctive view of its dynamics and inherent problems. Within these 
various approaches to organizational learning, Rifkin and Fulop (1997) 
identifi ed four categories: the learning organization (LO), organizational 
learning (OL), the learning environment (LE), and the learning space (LS). 
The primary factors that distinguish these four themes are the degree to 
which they are prescriptive and the amount of managerial control over 
the learning process. We briefl y outline the four categories, from most to 
least prescriptive.

At the most prescriptive end, the learning organization movement was 
spearheaded by Peter Senge’s 1990 book, The Fifth Discipline. Senge’s 
learning organization (LO) focused on structural concerns, teamwork, 
and concepts of “shared vision” that are presumed to help organizations 
meet predetermined, measurable learning goals (Rifkin & Fulop, 1997; 
Senge, 1990; Senge et al., 1999). Senge essentially viewed the organiza-
tion as a system and applied the precepts of cybernetics and systems 
dynamics to the fl ow of knowledge and learning within the system 
across three levels of learning: individual, group or team, and organi-
zation. A highly multidisciplinary approach, the learning organization 
focused on action-oriented implementation (Easterby-Smith, 1997).

Since Senge’s original writing, many others have criticized the notion 
of the LO. For example, Rifkin and Fulop (1997) argued that the LO takes 
a hegemonic approach to learning through its focus on teamwork and 
consensus, which serve as even stricter controls than those typically 
imposed by management through “participatory surveillance.” Additional 
criticisms maintain that, although The Fifth Discipline claimed to refute 
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modernist thought and scientifi c management, it instead assumed that 
certain policies, as developed by management and enacted by organiza-
tional members, will as a matter of course lead to the desired outcome. 
In contrast, Senge’s critics have argued that learning is not something 
imposed on an organization by management but is indeed the default 
condition of any social system. For example, Appelbaum and Goransson 
(1997) argued that learning processes “take place continuously in the 
organization regardless of whether they are recognized and legitimized 
as organizational learning or not. These are the processes that lead
to continuous change of the cognitive structures of the organization”
(p. 119).

A less top-down approach than that of Senge (1990), the second 
approach to group learning is organizational learning (OL). This approach 
examines ways in which managers can implement and measure learning 
processes at both individual and organizational levels. Its primary con-
cern is “understanding learning processes within organizational settings, 
without necessarily trying to change those processes” (Easterby-Smith, 
1997, p. 1086). It is therefore an approach best suited to descriptive or 
preliminary research or simple monitoring.

The third approach to group learning, the learning environment (LE), 
seeks to create “an arena, rather than a bounded set of individuals or 
practices, that supports learning” (Rifkin & Fulop, 1997). The manager’s 
role here is limited to helping “create conditions that might open up the 
LE, but he/she can neither totally determine nor mandate these condi-
tions nor make them emerge through conventional OL strategies” (Rifkin 
& Fulop, 1997, p. 137). Instead, managerial prescriptions are limited to 
facilitating and sensemaking about concepts, actions, and events within 
the organizational context. These loosely structured approaches that 
attempt to create the proper habitat for learning are sometimes referred 
to as holographic designs, because they serve to break down perceived 
boundaries (such as those between the organization and its external 
environment) and because they do not focus simply on the component 
parts of organizations but rather on the organization as a whole (Mirvis, 
1996). In short, they treat organizations as complex systems with perme-
able boundaries and learning as an emergent phenomenon whose history 
is an essential component of understanding.

The learning space (LS) is the least structured of the four approaches. 
Within this framework, “managers are meant to refl ect on and engage 
in practices that are not controlling” and to encourage learning by pro-
viding the space for it to take place (Rifkin & Fulop, 1997, p. 137). In 
this case space refers both to physical areas in which organizational 
members may gather and talk freely and to broader interpretations that 
include providing the time to engage in nonproductive activity and the 
freedom to question organizational practices, policies, and power struc-
tures without inhibition (Rifkin & Fulop, 1997, p. 137). In this spirit, 
Gherardi (1999) pointed out that learning is not necessarily a purposeful 
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activity undertaken by an individual or group but may also be a pas-
sive process whose locus of control remains outside of the individual. 
Along the same lines, Heiss (2006) observed that the various interlocking 
knowledge networks in organizations “mainly exist as ephemeral instan-
tiations in the minds of interacting organizational agents” (p. 3) and that 
these cognitive maps are both idiosyncratic and dynamic. In this model, 
learning is an ongoing experiential process. In other words, sometimes 
learning “just happens,” whether we seek it out or not.

The last two approaches to group learning, and especially the LS 
approach, parallel recommendations made by organizational theorists 
who draw on complexity. For example, Lewin and Regine (2003) applied 
complexity theory to a case study of a London advertising agency that 
was structured around a number of nontraditional properties. Ownership 
of the fi rm was equally distributed among employees; rather than indi-
vidual offi ces, there were common spaces for work; and clients and 
agency staff worked simultaneously on campaigns rather than following 
the traditional linear process of passing the work from specialist to spe-
cialist. This naturalistic learning proved highly effective in a pragmatic 
business setting, even though its unconventionality made some employ-
ees uncomfortable. In fact, the agency became so successful that it had 
to stop taking clients even after it tripled in size.

As this case study indicates, the LE, and especially the LS, take an 
emergent view of learning in terms of the natural patterns that result 
from interaction at the local level. Rather than prescribing top-down, 
outcome-oriented models that seek to meet goals set by management, 
they prefer to relax controls and let learning determine its own course. 
As Lewin and Regine (2003) pointed out, such processes mirror some of 
the fundamental concepts of the complexity sciences: nonlinearity, emer-
gence, and local interaction. The paradox that “freedom is essential to 
order” (Mirvis, 1996, p. 25) is taken here as a motivation to break down 
what are perceived to be structural and social barriers to learning.

Modes of Learning: Facts, Worldviews, and Large-Scale Patterns

The view of organizations as “systems that learn” is now well established 
in the literature. However, there are many different types of organiza-
tional learning, some more effi cacious in crisis situations than others, 
and there are barriers that prevent effective learning entirely.

Cognitive psychologist Jean Piaget (1950) described two basic types 
of learning: assimilation and accommodation. Assimilation involves 
absorbing facts and sorting and interpreting them based on previously 
acquired schemas or worldviews. Accommodation involves changing 
one’s worldview based on experiences in a symbiotic interrelationship 
with others and the environment, which leads to the adaptive behavior 
that helps organizations succeed (De Geus, 1997).
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Piaget’s (1950) assimilation/accommodation dichotomy is further 
enriched by the concept of learning loops, which help to preserve the 
status quo or foster adaptive change. The image of “loops,” such as those 
found in electrical circuitry, is widely used in the literature on organiza-
tional learning. Rooted in systems theory and cybernetics, the metaphor 
gained currency through an infl uential article in which Argyris (1977) 
described two modes of learning found in organizations. The simplest 
mode, single-loop learning, involves fi nding and correcting factors that 
prevent the organization from meeting its objectives. Argyris compared 
this mode to a thermostat set to a particular temperature: It receives 
information about the external temperature and takes the necessary cor-
rective action to maintain its setting. From a systems perspective, this 
type of learning loop provides negative feedback; it has a stabilizing 
infl uence on the system. In terms of organizational crises, single-loop 
learning is analogous to the mindset that Bechler (2004) argued is domi-
nant in crisis research: the “homeostatic perspective” (p. 70) that crisis 
comes from outside and needs to be resolved so that the organization 
can return to normal.

Double-loop learning, on the other hand, would require the thermo-
stat to be able to question the unspoken assumptions behind the setting. 
Why was that particular temperature chosen? Is it truly the most appro-
priate for the room and its purpose? Therefore double-loop learning is a 
refl exive process that can potentially effect internal, as well as formal, 
change (Argyris, 1977). Whereas single-loop learning has a stabilizing 
effect, double-loop learning has an amplifying effect. Like positive feed-
back in a complex system, it describes a process by which conclusions 
from one stage of deliberation can become input for the next stage. In 
terms of crisis, Bechler (2004) captured the same view of double-loop 
learning and change when he noted that “when the crisis is perceived 
as an important and potentially benefi cial corrective, change within the 
organization becomes an expectation” (p. 70).

There is also a third level of learning, alternately defi ned as deutero 
learning or triple-loop learning (Romme & van Witteloostuijn, 1999; 
Senge et al., 1999). This mode increases “the fullness and deepness of 
learning about the diversity of issues and dilemmas faced, by linking 
together all local units of learning in one overall learning infrastructure 
as well as developing the competencies and skills to use this infrastruc-
ture” (Romme & van Witteloostuijn, 1999, p. 440). Triple-loop learning is 
analogous to expert knowledge. It focuses on structural patterns, both at 
the cognitive level of mental maps and at the organizational level, as it 
attempts to discern confi gurations and organizational designs that will 
facilitate higher-level learning.

Insistence on a rational approach that ignores the larger patterns of 
deutero learning can aggravate the disadvantages of having only a nar-
row range of available knowledge, as in the case of a complex system 
without effective distributed cognition. If all actors make individual 



THE COMPLEXITY OF UNDERSTANDING 75

rational choices without regard for the big picture, the consequences 
may be “unit practices on the organizational level” (Marion, 1999). That 
type of rational decision making without regard to context may have led 
to the 1986 tragedy of the gas leak at Union Carbide’s Bhopal plant. In 
that instance, according to Weick (1988), Union Carbide’s senior manage-
ment viewed the Bhopal plant as unimportant and therefore allocated 
limited resources to run it. That decision set off a corresponding vicious 
cycle in which worker indifference and management cost-cutting became 
mutually reinforcing. Those attitudes in turn caused plant conditions 
to deteriorate dangerously, not only because of decreased maintenance 
but also due to “increased inattention, indifference, turnover, low cost 
improvisation, and working-to-rule, all of which remove slack, lower 
the threshold at which a crisis will escalate, and increase the number 
of separate places at which a crisis could start” (Weick, 1988, p. 312). 
Weick commented: “The point is, this scenario starts with top manage-
ment perceptions that set in motion enactments that confi rm the per-
ceptions . . . . Strategy [in Bhopal’s case] became an inadvertent source of 
crisis through its effects on realities constructed by disheartened work-
ers” (1988, p. 314).

Some authors have linked triple-loop learning to the principles 
of nonlinear science, pointing out that this mode “is governed by the 
types of dynamics which one might associate with strange or chaotic 
attractors” (Daneke, 1997, p. 256). Just as such attractors create param-
eters beyond which a complex system cannot stray, organizations are 
underlain and shaped by cultural patterns that constrain the varieties of 
behaviors they display. Triple-loop learning is the process of discovering 
these hidden constraints or attractors. In terms of crises, a triple-loop 
perspective argues that “for real change to occur the whole must be ana-
lyzed and accounted for rather than just a singular part,” looking for the 
“interrelationship between the corrective role of crisis and the organi-
zational whole (or the overarching organizational culture and history)” 
(Bechler, 2004, p. 70). Table 6.1 summarizes the basic characteristics and 
objectives of the three types of learning.

Other scholars of organizational learning have affi rmed these three 
basic levels of learning: assimilation of facts (single loop), change in 
worldview (double loop), and the ability to see larger patterns (triple loop). 
Like Piaget (1950) and Argyris (1977), they envisioned learning along a 
continuum anchored at one end by maintenance of the status quo and at 
the other end by initiation of profound change. For example, Cope and 
Watts (2000) examined learning in natural environments, or “learning by 
doing,” in which they described three distinct levels of learning. Level 
1 involves “surface learning,” assimilating data, facts, and routine tasks 
that do not have long-term developmental consequences. It is comparable 
to Piaget’s concept of learning as assimilation of information. Level 2 
learning refers to acquiring knowledge that is context-specifi c, such as 
a skill, but that also affects some aspect of the learner’s worldview. For 
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example, studying a foreign language involves level 2 learning because it 
offers insights into other cultures and provides a new outlook on one’s 
own language and culture. Level 3 learning is the mode that comes clos-
est to Argyris’s (1977) double-loop mode, as it stimulates profound change 
by questioning deep, unexpressed assumptions and increasing the learn-
er’s self-awareness. This is also the mode most commonly found to result 
from “learning by doing” through active knowing, or experience. In 
addition, it describes the profound change experienced by people who 
have undergone crisis—in Weick’s (1993) terms, the cosmology episode in 
which all customary beliefs and opinions are open to question. During a 
cosmology episode, “people suddenly and deeply feel that the universe is 
no longer a rational, orderly system” (p. 633). Recovering from a cosmol-
ogy episode requires an intense learning process.

Experience is one of the most effective platforms for organizational 
learning, as it leads to successful adaptation. Hence Megginson (1996) 
argued that the most effective learning may be achieved by a combina-
tion of informal, action-based learning and deliberate refl exivity. Action-
based learning leads to what he called “emergent” learning, in which 
the responsibility for the process rests with the individual learner rather 
than with an authoritative instructor or other knowledge gatekeeper; 
refl exivity makes it possible for the learner to take utmost advantage 
of the learning potential of various experiences. Cope and Watts (2000) 

Table 6.1. Three Types of Learning Loops

 Single-Loop 
Learning

Double-Loop 
Learning

Triple-Loop (deutero) 
Learning

Level of 
learning

Assimilation of 
facts

Change in 
worldview

Ability to see larger 
patterns

Description 
of learning 
process

Identifying and 
correcting factors 
that shift the 
organization 
from its stated or 
preferred course

Questioning 
assumptions 
behind the 
status quo

Linking together 
individual and collective 
learning units to 
identify patterns 

Type of 
change

Negative 
feedback

Positive 
feedback

Emergence and 
innovation, including 
complete systemic 
change

Objective Homeostasis, 
return to 
“normal” steady 
state

Questioning 
assumptions 
behind status 
quo procedures

Discovering hidden 
patterns (attractors) and 
developing expertise

Type of 
system 

Closed system Open system Complex system
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advocated using this combination of experience and refl ection during 
“critical incidents,” or episodes of discontinuity that may offer occasions 
for profound change. Organizational crises demand this combination of 
emergent learning and refl ection as they offer critical occasions to reas-
sess culture, goals, and relationships with publics.

This combination of learning in response to stimuli from the environ-
ment and collaborative inquiry is referred to as “adaptive learning.” Such 
an approach often characterizes learning in organizational settings and 
involves changes to both behavioral performance and cognitive under-
standing (Fiol & Lyles, 1985). Adaptive learning is situated learning: It 
is fi rmly grounded in particular surroundings, both physical and social, 
that defi ne both opportunities for learning and constraints on what may 
be learned and in what manner. Adaptive learning also emphasizes the 
role of action and interaction, a way of “learning by doing.” The pro-
cess is analogous to the micro interactions between agents in a complex 
system, highly local exchanges that lead to new patterns in the larger 
culture.

Learning from Experience

Given most researchers’ emphasis on action as a key component of 
knowledge, it is not surprising that many people particularly value 
learning from experience. Such learning is often presumed to be more 
“authentic” than refl exive processes. However, nonrefl ective action does 
present drawbacks; as Benjamin Franklin (1743) said, “experience keeps 
a dear school, but fools will learn in no other.”

In organizational terms, learning purely by direct experience has 
numerous disadvantages (De Geus, 1997). It takes longer to see the fi nal 
effects of one’s actions, and its high level of public commitment also 
involves a high degree of risk for both the organization and the decision 
maker. Thus, in Piaget’s (1950) terms, assimilation (which stays at the 
level of information) becomes a more attractive alternative to accommo-
dation (which involves refl ection), because it does not require the deci-
sion maker—organization or individual—to effect any profound change. 
Psychological security can be derived from repeating past formulas and 
routine processes. Boisot (2003) observed, “pace Tom Peters, [fi rms] do 
not thrive on chaos if they can possibly help it . . . . More often than not, 
they also seek to escape from the complex regime into the stability and 
security of the ordered regime, of simple and predictable routines, and 
of uncomplicated, hierarchical relationships” (p. 197). Nonetheless, this 
security can be deceptive: as De Geus (1997) warned: “History does, in 
fact, repeat itself—but never in quite the same way” (p. 80), so that adap-
tation is usually essential to success in the longer haul.

Given this ambiguity, it can be hard to decide which experiences 
offer the best bases for learning. For example, Nidumolu et al. (2001) 
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pointed out that even though failures may provide more useful learning 
experiences than successes, they are underrepresented in the literature. 
However, past successes alone make for incomplete learning, biased 
toward “notions of competence” and fostering “incremental refi nement 
rather than innovative problem solving” (Nidumolu et al., 2001, p. 117). 
In addition, exemplars of success may not be generalizable, especially 
in the turbulent environment of corporate exigencies such as crises. In 
these “complex and dynamic contexts, the generalizability of prior les-
sons is often ambiguous and normal learning processes can lead orga-
nizations into unexpected states when failures occur” (Nidumolu et al., 
2001, p. 117). Therefore, the emulation of successes should be balanced 
with instances of failures in which managers can learn from an orga-
nization’s shortcomings. In fact, Bazerman and Watkins (2004) devoted 
an entire volume to “predictable surprises,” many of which could have 
been avoided by learning from past failures.

The crisis literature has generally managed to maintain a balance 
between learning from success and learning from failure, as indicated by 
cautionary case studies of such notable failures as the Exxon Valdez and 
the Challenger and Columbia disasters. Nonetheless, confl icting lessons 
have been drawn from all crises. For example, some argue that Exxon 
did the most it could to contain the Valdez leak, given the circumstances 
(Lukaszewski, 1993), whereas others say that it failed miserably (Small, 
1991). Similarly, some claim that NASA successfully applied what it had 
learned about crisis communication from its Challenger disaster to the 
Columbia tragedy (Martin & Boynton, 2005), whereas others say that its 
crisis communication continued to refl ect “serious problems with its 
organizational culture” (Kauffman, 2005, p. 264).

In addition to ambiguous lessons, another problem with learning from 
experience in real-world settings is that feedback cues are not always 
detected, not always unambiguous, and not always correctly interpreted. 
As an example, numerous commentators have discussed the self-delu-
sion that took hold at Enron and thwarted management awareness of the 
company’s impending collapse. According to Seeger and Ulmer (2003), 
Enron’s prevailing culture of “no bad news” led to

self-censorship and self-persuasion. Weick (1988) described these 
conditions as a kind of unwitting collusion or stunted enactment, 
whereby followers can neither recognize nor attend to certain kinds 
of information. . . . Even as the evidence of inevitable failure became 
increasingly clear, employees still repeated the Enron mantra and 
bought more company stock. The interpretation that Enron was a 
model of business success and innovation so dominated that any 
information inconsistent with this was simply ignored. (p. 74)

To observers standing outside Enron’s culture, this self-delusion was so 
clear that many described it skeptically as a kind of organizational psy-
chosis. Yet this self-imposed blindness is not uncommon in the lead-up to 
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crisis; it is part of problems with learning that make organizations prone 
to exigencies. The following sections describe two such learning patterns 
that pose particular hazards: neurotic learning and superstitious learning.

Neurotic Learning

A neurotic symptom is defi ned by persistence in an action that is no lon-
ger appropriate in given circumstances (Watzlawick, 1976). By examining 
the outcomes of our past choices, we decide which have been success-
ful and thus which behaviors to reinforce (Gavetti & Levinthal, 2000). 
However, these decisions are by no means clear. As van Ginneken (2003) 
noted, “social actions are nested in moving patterns of relevant context. 
That is to say, no two situations are entirely identical, and one should 
be careful in trusting ‘eternal laws.’ The fact that certain things have in 
the past always turned out in a certain way does not in itself guarantee 
that will hold in the future” (p. 24). Neurotic learning is closely related 
to probabilistic ignorance (Harvey et al., 2001), discussed in the previous 
chapter: Our natural desire to identify and follow rules and principles 
can sometimes blind us to change.

Psychologists are well aware that we do not always consider changing 
circumstances when repeating the behavior. For example, Watzlawick 
(1976) described an experiment in which a horse received a mild electric 
shock under one hoof whenever a bell rang. The horse learned to lift its 
hoof each time it heard the bell, even after the experimenters ceased to 
deliver the shock. Each time the horse lifted its hoof and failed to feel 
the shock, the behavior was reinforced as “correct” in the horse’s mind 
because it avoided the undesired consequences, although the horse had 
no way of knowing that it was no longer necessary.

Applying the concept of neurotic learning to crisis, a similar type of 
persistent, dysfunctional learning underlay the mercury poisoning cri-
sis in Minimata, Japan. Sickened by chemical residues in the local fi sh, 
townspeople treated their ill health by consuming ever-greater quanti-
ties of the contaminated fi sh that were making them ill (Lagadec, 1993). 
Centuries of tradition had indicated that eating fi sh increased health; it 
proved extremely diffi cult for the community to “unlearn” this expecta-
tion, and their misinterpretation only sickened more people and deep-
ened the crisis.

Ulmer et al. (2007) also discussed the importance of being able to 
“unlearn” outdated crisis response behavior. They noted that willingness 
to give up allegiance to procedures that worked in the past—what we 
term neurotic learning—enables organizations to expand their options. 
Willingness to experiment even with behaviors with unknown conse-
quences can increase blind variation in organizations (Romanelli, 1999). 
In complexity terms, such unlearning allows organizations to increase 
the “requisite variety” of actions to meet the unpredictable challenges 
in their surrounding context.



THE COMPLEXITY OF KNOWLEDGE AND LEARNING80

Superstitious Learning

It is also possible to learn compulsive superstitious behavior, a particu-
larly insidious problem for organizations wedded to a culture of careful 
planning and control (Kersten, 2005; Kets de Vries & Miller, 1984). In 
general, superstitions are efforts to impose order and control on one’s 
environment, and they often refl ect a deeply rooted belief in the direct 
causality of one’s actions (Watzlawick, 1976; Weick, 2001). For example, 
Watzlawick (1976) released a laboratory rat into a bounded area contain-
ing a food tray at the opposite end. Food was automatically released 
10 seconds after the rat entered the area, but not if the rat had already 
reached the food tray and was waiting. Because it took the rat only about 
2 seconds to travel the distance to the tray, it felt compelled to fi nd alter-
nate behaviors to delay its arrival at the tray. The delay acquired what 
Watzlawick called a “pseudocausal signifi cance”: The rat came to believe 
that whatever it did in that time interval was the action that produced 
the desired outcome. These actions were often quite elaborate, with a 
certain number of steps to the right or left, jumps and pirouettes, turns 
and twists of the tail. Each time the rat repeated the action, reached the 
food tray at the appropriate time, and received its food, the conviction 
that the behavior was correct was reinforced.

Other, similar experiments have found that people will tend to gener-
ate superstitious rules to guide their behavior in uncertain situations, 
even when outcomes are entirely noncontingent (Rudski, Lischner, & 
Albert, 1999). Most organizational exigencies display a high level of 
ambiguity, often with loose coupling between outcomes and causal 
events, and therefore neurotic or superstitious inferences may occur 
more frequently than managers realize. As Weick (2001) noted, in situa-
tions in which ambiguity is high:

superstitious learning is probable as it is more diffi cult to attach 
specifi c outcomes to specifi c prior causal action, communications 
will be delayed and distorted, people may fi nd it diffi cult to learn 
because feedback is delayed beyond the point at which someone 
is able to understand precisely what prior action is relevant to the 
feedback, and there may be a high incidence of giving up and res-
ignation when systems are not responsive to demands. (p. 44)

As Weick’s description suggests, superstitions are often related to the 
illusion of control. The pre-Challenger NASA offers an example of super-
stitious learning as a cause of crisis. Having long lived in a culture of 
“acceptable risk” without severe consequences, NASA’s management had 
developed a “fantasy of NASA’s infallibility subject to the following of 
its forms and rituals. If the forms were followed, success was assured” 
(Schwartz, 1987, pp. 65–66). This mind-set led to “the most remarkable 
aspect of the public testimony concerning the disaster—NASA manage-
ment’s apparent belief that they made the right decision” simply because 
they had held a formal discussion between managers and engineers 
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before launching the Challenger. According to Schwartz, “The only way 
this belief can be maintained is by supposing that making the right deci-
sion means making the decision in the right way, regardless of conse-
quences” (1987, p. 66). Yet it was clear to anyone who was not within 
NASA that, in the words of one Marshall Space Center manager, “the 
shuttle blew up and you had pieces falling from the sky. . . . How could 
[the decision] not be fl awed?” (Schwartz, 1987, p. 66).

Kersten and Sidky (2005) argued that “traditional crisis manage-
ment tends to take a rationalistic approach to the organization and its 
functioning”; however, dysfunctional organizations—those most prone 
to crises—“often lack rationality, or, more precisely, they use an alter-
native rationality that is created by systemic psychodynamic dysfunc-
tions” (2005, pp. 472–73). This dysfunctionality is amply illustrated by 
neuroses and superstitions—a result of learning the wrong lessons from 
experience. In addition, sociopolitical and psychodynamic barriers may 
prevent people from learning anything of value.

Sociopolitical Barriers

Double- and triple-loop learning, which involve changes in viewpoints 
or behavior, are not common in organizations for a number of reasons. 
Such learning is a diffi cult and potentially painful process that requires 
the ability to recognize, and willingness to correct, one’s own fl aws and 
mistaken decisions. Furthermore, it may require going against deeply 
ingrained societal and organizational norms. Finally, the politics of 
organizational hierarchy make it diffi cult for anyone within the organi-
zation to “rock the boat” and set the learning process in motion.

Again, NASA’s culture before the 1986 Challenger tragedy shows 
how sociopolitical barriers lay the groundwork for crisis. During a pre-
launch conference between NASA and Morton Thiokol, the maker of 
the problematic O-rings, the “management” aspects of a launch deci-
sion were separated from the “engineering” aspects of shuttle safety. 
As a result, once Morton Thiokol senior management “announced that 
a ‘management decision’ would have to be made, the issue was already 
decided and further disagreement on engineering grounds became irrel-
evant” (Schwartz, 1987, p. 65). Sociopolitical barriers thus constrained 
decision making and created blind spots that led directly to the shuttle 
tragedy.

In addition to silencing dissenters, barriers to double-loop learning 
can place employees in a double bind of deception. For example, Argyris 
(1977, p. 116) described an organizational culture in which, when 
“employees adhere to a norm that says ‘hide errors,’ they know they are 
violating another norm that says ‘reveal errors’.” Yet if they reveal the 
error, they may expose “a whole network of camoufl age and deception.” 
In response to this double bind, employees may “begin to conceive of the 
error hiding, deception, and games as part of normal and organizational 
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life”; however, “the moment individuals reach this state, they may also 
lose their ability to see the errors” (Argyris, 1977, p. 116).

Attempts to mitigate this type of double bind explain a number of cri-
ses that have ethical aspects, such as the reluctance of Enron’s fi nancial 
managers to blow the whistle on the accounting malfeasance of their 
top management. In fact, this inability to engage in double-loop learn-
ing precisely describes the disintegrating ethical climate that led Enron 
to crisis. As Seeger and Ulmer (2003) observed, “Enron executives cre-
ated . . . [a] culture of secrecy and ‘no bad news.’ . . . Any hint of negative 
information was quickly squelched. . . . Employees described an unwit-
ting collusion that developed as people learned to acknowledge publicly 
only the positive” (p. 74). The effect of this culture was to continually 
reinforce only certain patterns of cognition, a kind of positive feedback 
that became increasingly extreme. That positive feedback was further 
augmented by hands-off management that did not regulate the increas-
ingly exaggerated patterns of risk and secrecy. From a complexity stand-
point, Enron’s collapse involved more than being caught making illegal 
accounting maneuvers; it involved out-of-control reiteration of cultural 
patterns in which the same attitudes and behaviors were constantly 
reinforced and embellished until the system broke down.

Because of deeply ingrained social norms that make people reluctant 
to upset others, especially their superiors, it is extremely diffi cult to 
overcome these obstacles to learning. The cycle of error and cover-up is 
especially insidious within organizations—such as NASA—that revere 
the rational model that “presumes that actions based on knowledge and 
undertaken with skill are supposed to turn out right” (Mirvis, 1996,
p. 20). This rationale leads naturally to the deduction that, if something 
goes wrong, either knowledge or skill, or both, are at fault, and there-
fore one or more persons are to blame. In truth, as Perrow (1984) noted, 
accidents are “normal” events when operating in a tightly coupled tech-
nological society. Yet widespread belief in the rightness of a rational 
approach leads many employees working in such a context to become 
socialized to covering up not only their own errors but also those of
others as a way to avoid blame.

Psychodynamic Barriers

Some scholars have argued that organizations fail to learn from experi-
ence because of individual and group defenses enacted to protect self-
esteem. This self-protective behavior may work in the short term, but it 
carries two signifi cant risks. First, organizations that suffer from exces-
sively high self-esteem will have correspondingly strong ego defenses, 
inhibiting their ability to notice and assess potential threats. Second, at 
the other extreme, organizations with low self-esteem and low defenses 
will be open to fears and anxieties that interfere with members’ spirit 
of initiative and thus impede learning activities. At various points along 
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the self-esteem continuum, ego defenses may inhibit learning “through 
their infl uence on (1) the external search for information, (2) the inter-
pretation of information, (3) the use of information, (4) the storage of 
information, and (5) the internal recall of information” (Brown & Starkey, 
2000, p. 105).

In response, organizations may enact a variety of ego defenses. First, 
they may engage in denial, a means of negating knowledge and responsi-
bility for events that affect the organization. Second, they may try ratio-
nalization, a process of making unacceptable thoughts, behaviors, and 
perceptions tolerable. Third, they may use idealization, which divests 
people and entities of negative characteristics. Fourth, they may try fan-
tasy, or unrealistic visions of people, groups, systems, or events. Finally, 
they may employ symbolization, a form of self-deception that restricts 
people’s ability to examine the reality behind the symbols (Brown & 
Starkey, 2000).

This series of learning diffi culties sounds much like the roster of 31 
perceptual dysfunctions that Pauchant and Mitroff (1992) identifi ed as 
making an organization crisis prone, including perceptions that size ren-
ders the company dominant and therefore immune from threats, beliefs 
that the company is liked by all its stakeholders, and excessive reli-
ance on technology. They commented: “Crisis-prone organizations and 
crisis-prone managers seem to have this characteristic in common: the 
inability to imagine and feel that the world is different from themselves” 
(1992, p. 102). As Brown and Starkey (2000, p. 103) suggested, “the pro-
cesses by which organizations preserve their identities are, in many 
ways, analogous to the methods that individuals employ in defense of 
their own self-concepts.” Therefore, any information that threatens this 
self-concept is “ignored, rejected, reinterpreted, hidden, or lost” (2000, 
p. 103).

This idealization sounds very much like the syndrome that affected 
NASA and led to the Challenger disaster. According to Schwartz (1987), 
in its early days NASA was widely perceived as a “can’t fail” venture. 
However, this belief led to “an organization that had abandoned real-
ity and chosen to live in fantasy,” whereby “the business of NASA had 
become the creation of the image of American society’s perfection” (pp. 
60, 61). As a result, NASA managers ignored discussion of the defective 
O-rings, thereby “reinforcing the drama of perfection by dramatizing to 
their superior that everything was just fi ne and that NASA was moving 
along in its inexorably perfect way” (Schwartz, 1987, p. 63).

A fi nal factor that can distort experiential lessons is causal attribu-
tion, also known as attribution bias. Coombs and Holladay (2001) applied 
attribution theory to explain how stakeholders process organizational 
crises, assigning greater or lesser weight based on the organization’s past 
performance record, perceived degree of organizational responsibility 
for the crisis, and relationship history with stakeholders. Attribution 
bias exists within organizations as well, indicating that decision makers 
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“attribute good outcomes to their own actions and qualities while attrib-
uting poor outcomes to external factors such as environmental events 
and bad luck” (Schwenk, 1995, p. 476). On an organizational level, it is 
often not clear whether these biased attributions are deliberate manipu-
lations of the truth to reassure stakeholders or truthful refl ections of 
managers’ beliefs. For example, Italian multinational Parmalat issued a 
number of press releases in the period leading up to its dramatic fi nan-
cial collapse in 2003. The company sought to shape the media narrative 
surrounding its crisis, emphasizing its fi nancial successes as a sign of 
control, while assigning responsibility to external factors—from seasonal 
market slowdowns to alleged false rumors spread by competitors—for its 
troubles (Gilpin, in press).

Organizations can avoid falling into these dysfunctional learning pat-
terns. In the next chapter, we describe a form of organizational know-
ing, a synthesis of adaptive learning techniques that can most effectively 
cope with crises when they occur and may even help to prevent crises 
altogether.
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The preceding chapter discussed ways in which information and knowl-
edge can become dysfunctional, actually preserving ignorance and shap-
ing bad decisions. However, at its best, knowledge leads to a state of 
knowing, a dynamic learning interaction between individuals and their 
environments, and to expertise, the ability to intuit patterns and make 
connections when information is incomplete or uncertain. In turn, both 
knowing and expertise are fundamental to the collective process of 
understanding known as sensemaking.

In this chapter, we show how sensemaking and group learning lead to 
fl exible, expert decision making. We culminate with the concept of the 
“expert organization” that can regroup effectively to both anticipate and 
deal with a crisis. Our concept of the expert organization has affi nities 
with Choo’s (2001) “knowing organization”: one that synthesizes sense-
making, knowledge, and decision making in a cycle that leads to effec-
tive learning and adaptation. Although the emphasis here is on theories 
of organizational learning, we place these themes in the context of com-
plex systems and crisis management.

Following Weick (1995), Choo (2001) defi ned sensemaking as a process 
that organizational members use to “negotiate beliefs and interpretations 
to construct shared meanings and common goals.” The shared meanings 
and purpose that emerge from sensemaking “constitute the framework 
for explaining observed reality, and for determining saliency and appro-
priateness” (p. 200).

Sensemaking is prompted by changes in environmental conditions 
that arouse notice within the ongoing fl ow of events in an organization 
(Choo, 2001; Weick, 1995). The sensemaking process involves fi rst notic-
ing these changes—in the form of surprise, discrepancies, or incongru-
encies—as differences from expectations based on past experience. To 
make sense of the current situation, an individual speculates on plau-
sible explanations for the noticed cues. At the group or organizational 
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level, these speculations are typically exchanged and discussed with 
others in an attempt to reach a collectively accepted meaning, which 
then becomes part of the shared environment and experience. The 
agreed-on version produces an enacted environment that is “meaningful 
in providing a cause-and-effect explanation of what is taking place. In 
retention, the organization stores the products of successful sensemak-
ing (enacted or meaningful interpretations) so that they may be retrieved 
in the future” (Choo, 2001, pp. 197–98).

Rooted in cognitive dissonance theory (Festinger, 1957; Street, 
Robertson, & Geiger, 1997; Weick, 1995), sensemaking is concerned with 
reducing uncertainty, generally after a decision has been made. In addi-
tion, because sensemaking involves problem framing, it is also a pre-
decision framework. In this respect, sensemaking is not the same as 
interpretation, which generally assumes that a problem is already framed 
and awaiting such exposition. Instead, sensemaking advances the notion 
that practitioners must also construct the problem from a situation of 
uncertainty, things that make no sense. Thus Weick (1995) emphasized 
that the key distinction between interpretation and sensemaking is that 
“sensemaking is about the ways people generate what they interpret”
(p. 13). This framing of the problem sets boundaries and narrows our view 
of the situation and its context, thereby limiting our range of actions. 
Using Giddens’s (1984) structuration theory, Thiétart and Forgues (1997) 
summarized the process thus:

System behaviour is the consequence of deterministic rules which 
originate from the actions of the organizational actors themselves. 
Causality, though, runs in both directions. System behavior elic-
its actions and actions shape system behaviour. Recursive rela-
tionships take place between cause and effect. Effect becomes the 
cause, end becomes the origin, actions create structure and struc-
ture determines actions. (p. 120)

As this view suggests, sensemaking depends on perspectives from 
inside the system rather than an objective analysis from outside. The 
“sensemaker” is a self-conscious being who refl exively questions the 
meaning of his or her surroundings and events, using this refl ection to 
shape his or her opinions and general worldview. Sensemaking is also 
fi rmly attached to history, because it is retrospective in nature. If time is 
seen as an ongoing stream, then the tendency to divide the past into dis-
crete “experiences” rather than the singular holistic “experience” seems 
inappropriate.

This attentiveness to past experience led Weick (1995) to reach four 
conclusions. First, meaning comes from paying attention to what has 
already occurred. Second, what is occurring at the moment will infl u-
ence what we notice when looking backward. Third, because this ret-
rospection means we are dealing with memories, anything that affects 
memories will affect the sensemaking process. Fourth and fi nally, often 
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the “stimulus-response” sequence is actually “response” followed by 
“stimulus defi nition.” Because experience is ongoing, we cannot locate 
the beginning until events have already begun; only then can we look 
for antecedents. Both the identifi cation of the stimulus and the defi nition 
of the action depend largely on what is salient in the present situation.

This retrospective view of stimulus captures the essence of complex 
responsive processes discussed earlier, in which meaning is said to 
emerge in the living present while remaining fi rmly grounded in the 
past. The point is not that past experience leads inevitably to the pres-
ent situation. Rather, many possibilities exist at any one time; a group 
of people may consider possible interpretations and act on one particu-
lar choice or follow one particular path. In turn, those choices favor a 
new set of circumstances and more choices of direction. Just as Weick’s 
(1995) sensemaking is set in motion by a problematic circumstance, com-
plex systems respond to a break in normal patterns by experimenting 
and then selecting a new path to follow. Crises are the pattern breakers 
that often set this type of course correction in motion.

Enactment and the Enacted Environment

A recurring concept in the sensemaking literature is enactment, which 
emphasizes that “when people act, they bring events and structures into 
existence and set them in motion” (Weick, 2001, p. 225). The fi rst step in 
this process of enactment entails fi ltering experience to decide what to 
focus on, a framing of the situation based on existing knowledge and pre-
conceptions. People then act within these self-imposed constraints. The 
enacted environment is thus the result of changes to the environment 
caused by enactment. In the same way, Mitleton-Kelly (2003) described 
individual life choices as a complex adaptive system: “It is the series of 
critical decisions each individual takes from several possible alterna-
tives that may determine a particular life path for that individual. . . . The 
emergent behaviour of the person is not a matter of ‘chance’ but is the 
result of a person’s selection among a fi nite set of perceived choices as 
well as the past choices made (the history) that have shaped that per-
son’s life path” (p. 34).

We might see enactment as another way of looking at chapter 5’s 
knowledge/knowing dichotomy, in which action leads to understanding. 
To use the bicycle example described earlier, the act of riding contrib-
utes to our understanding because we are immediately able to observe 
the effects of our actions—the enacted environment—by seeing how
the bicycle reacts to shifts in weight, movements of the handlebars, and 
so on.

Sensemaking is also a social process in which others’ behavior shapes 
our own, whether or not they are physically present. The social pro-
cess incorporates both anticipated reactions of others and face-to-face 



THE COMPLEXITY OF KNOWLEDGE AND LEARNING88

interaction. Particularly in organizations, there is constant negotiation of 
positions, most of which takes the form of face-to-face interaction. There 
is no clearly identifi able moment at which sensemaking begins, because 
“people are always in the middle of things, which become things, only 
when those same people focus on the past from some point beyond it” 
(Weick, 1995, p. 43). The implication of this conceptualization is that 
people are “thrown into” situations and are then obliged to somehow 
make sense of them. Holder (2004) pointed out that this process describes 
organizations’ optimal response to crises. Although they can anticipate 
the kinds of crises they may face, “most companies cannot accurately 
anticipate what will actually happen”; she therefore invoked a Weickian 
perspective and argued, “the important thing may be to simply act or be 
quick to respond” (Holder, 2004, p. 54, italics in original). In other words, 
organizations defi ne and control crises through cultural structures that 
inform spontaneous enactment rather than through advance planning.

The sensemaking process focuses on, and is in turn focused by, cues 
extracted from the environment. What happens to the cue once it has 
managed to arouse the sensemaker depends on context, as “context affects 
what is extracted as a cue in the fi rst place” (Weick, 1995, p. 51). The subse-
quent interpretation of cues is also context dependent. Thus the fi nal aim 
of sensemaking is not perfect accuracy—that is impossible in a rapidly 
changing, complex context—but plausibility, an explanation that “makes 
sense.” This perspective highlights the pragmatic nature of sensemaking:

Even if accuracy were important, executives seldom produce it. 
From the standpoint of sensemaking, that is no big problem. The 
strength of sensemaking as a perspective derives from the fact that 
it does not rely on accuracy and its model is not object perception. 
Instead, sensemaking is about plausibility, pragmatics, coherence, 
reasonableness, creation, invention, and instrumentality. (Weick, 
1995, p. 57)

The sensemaker settles for what Weick (1995) called “circumscribed 
accuracy,” a term that draws attention to the situated nature and rela-
tive validity of perceptions. According to Weick, “in a rapidly chang-
ing ongoing stream of activity, circumscribed accuracy seems to be the 
most one can hope for” (1995, p. 58). This constraint especially holds 
true for social perceptions rooted in identity and subjectivity rather than 
objective reality. Therefore, from Weick’s perspective, it is not the crisis 
plan itself but rather “the refl ective process of planning” that preceded 
it that enables organizations to respond effectively to crises, regardless 
of specifi c “lists of do’s and don’t’s or lessons learned” in the plan itself 
(Weick, 1995, p. 52).

Making sense of reality involves integrating knowledge—of the par-
ticulars of which one is “subsidiarily” aware—with the features of a 
focal objective (Tsoukas & Vladimirou, 2001). In other words, one must 
match one’s experience with the situation at hand and apply personal 
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judgment based on both. Past experiences also color how information is 
enacted in the present. As a result, “action options are perforce limited 
by what sense people have made of what went on in the past and what 
they can foresee happening in the future” (Mirvis, 1996, p. 17). Due to 
this refl exive nature, sensemaking may be regarded as a “higher-order 
form of experiential learning” (Gavetti & Levinthal, 2000, p. 114).

Certain occasions or conditions act as special triggers for sensemak-
ing activity because of their particular characteristics (Weick, 1995). For 
crisis management, three of the most signifi cant occasions are situations 
of high information load, complexity, and turbulence. As information 
load increases, people neglect large portions of it. They adopt a vari-
ety of strategies to reduce the pressure, and these strategies affect what 
information is then available for sensemaking. As Weick put it, infor-
mation load “is an occasion for sensemaking because it forces cues out 
of an ongoing fl ow” (1995, p. 87). Along these lines, Boisot (2003) used 
the image of the bond trader to show one management strategy of cop-
ing with information load by reducing phenomena to bits of information 
that can be rapidly distributed.

Increased complexity tends to lead to narrow specialization and thus 
self-censoring of cues, or fi ltering of how those cues are interpreted. As 
an example, Lagadec (1993) recounted a close call on an airplane crash 
that resulted from both information overload and increased complexity. 
Told by the control tower that his landing gear was not down, the pilot 
responded, “I’m not receiving you clearly, there’s a siren blowing in my 
ears,” and landed the plane without checking the reason for the warning 
siren (p. 47). The 1996 mad cow disease scare in Britain is another instance 
of how complexity affects crisis decision making. In that instance, too 
many contingencies—about causes, latency, safety precautions—made it 
impossible for either scientists or government offi cials to make decisions 
based on facts; the boycotts, bans, cattle slaughter, and other actions were 
based on public emotions driving political exigencies.

Finally, turbulence may be defi ned as “a combination of instability (fre-
quency of change) and randomness (frequency and direction of change)” 
(Weick, 1995, p. 88). Both instability and randomness characterize crisis 
situations, in which an organization has poor control over crisis insti-
gators, especially in the initial stages. Thus Weick’s three triggers for 
sensemaking—information load, complexity, and turbulence—make this 
form of collective learning a central feature of crisis management in 
which managers must enact rapid decisions in the face of uncertain and 
changeable circumstances.

Group Sensemaking

From a sensemaking standpoint, groups do not so much share the same 
mental models as coordinate sensemaking among different but equivalent 
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models held by individual members. Weick and Roberts (1993) called 
this coordination process “heedful interrelating,” an ability that emerges 
through iterative, purposive interaction.

The construction of shared understandings among the members of a 
group does not imply the absence of individual differences or friction. 
Weick (1995) acknowledged that confl ict is an essential factor in human 
interaction. Similarly, Choo (2001) noted that although shared meanings 
and purpose are constructed through sensemaking, this does not mean 
that organizational members necessarily share a common viewpoint. In 
fact, polyvocality and encouragement of internal dissent can generate 
the kind of comprehensive and creative thinking that wards off crises 
to begin with (see Christensen, 2007; Holtzhausen, 2000; Tyler, 2005). 
For example, among cockpit crews handling airborne crises, members 
of the most successful crews have the liberty to challenge decisions 
and make alternative suggestions—a literally lifesaving license during 
this kind of crisis (McKinney, Barker, Davis, & Smith, 2005). Even when 
lives are not at stake, the ability to handle multiple perspectives does 
not obscure the “collective recognition that these issues are salient to 
the organization” (Choo, 2001, p. 200). This type of heedful interrelat-
ing offers one means by which organizations can navigate complex, 
ambiguous, and equivocal circumstances “by supplying assumptions 
and expectations to fi ll in the voids” (Choo, 2001, p. 200) in the style 
of experts.

According to Daft and Weick (2001), organizations interpret events in 
a three-stage process. The fi rst stage involves scanning the environment, 
a process familiar to issues managers. This environmental scanning is 
followed by interpretation itself, defi ned as “the process of translating 
events and developing shared understanding and conceptual schemes 
among members of upper management” (Daft & Weick, 2001, p. 244). 
The fi nal stage in the process is learning, which occurs concomitantly 
with action, thereby making action a fi rmly embedded component of the 
learning process rather than its product or precursor. As we discuss in 
the next section, action is also a key component of decision making.

Decision Making

In Choo’s (2001) conceptualization of knowledge, decision making plays 
the role most directly related to action, serving to fi lter the informa-
tion received from the knowledge and sensemaking functions—which 
already contain an action component—and structure it into further 
courses of action. Here we consider two models for decision making that 
are especially germane to crisis situations: rational choice and naturalis-
tic approaches. The fi rst emphasizes logic, the consideration of carefully 
delineated alternatives. The second emphasizes context and action.
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Rational-Choice Decision Making

Crisis management planning is traditionally based on the assumption of 
rationality. According to the rationalist model of decision making, man-
agers list all available alternative courses of action, project the poten-
tial outcomes, and evaluate them according to their effectiveness in 
attaining the maximum payoff in relation to a known goal (Choo, 2001). 
Showing its roots in economic theories of rationality, this decision-
theory approach draws on expected utility theory, multiattribute utility 
theory, decision analysis, behavioral decision theory, and similar models 
of preference-driven choice (Smith, 1997).

This type of analysis has an important place in decision making 
about major events with a long time horizon for planning. Rational anal-
ysis, therefore, would be the method of choice for the construction of 
a new plant or the introduction of a new product. However, in most 
crisis situations, it is not possible for the decision maker to know all of 
the possible range of options or to determine the causal links involved 
in predicting possible outcomes; and the time horizon is short. Hence 
Hayek’s (1945) skeptical view of the rationalist approach describes its 
limitations for crises: “If we possess all the relevant information, if we 
can start out from a given system of preferences and if we command 
complete knowledge of available means, the problem which remains is 
purely one of logic. That is, the answer to the question of what is the 
best use of the available means is implicit in our assumptions” (p. 519; 
italics in original).

In addition, the large number of variables and the complex relation-
ships among them necessitate decision making based on a simplifi ed 
representation of reality. Particularly in the rapidly changing, equivo-
cal environment of crises, the more schematic the simplifi cation of 
reality, the less reliable it can be in predicting the actual outcome of 
any given decision alternative (Gavetti & Levinthal, 2000). In fact, the 
limitations of the rationalist model may stem from its origins in labora-
tory experiments with severely restricted options. These studies empha-
sized the role of bias and error, and problems were generally stated as 
a matter of choosing among a fi nite set of alternatives defi ned by the 
researcher (Canon-Bowers et al., 1996). Despite widespread acceptance 
of this model, it has limited applicability in most real-world conditions, 
because its “information gathering and information processing require-
ments are beyond the capabilities of any organization or any individual” 
(Choo, 2001, p. 199).

Given these shortcomings of rationalist decision making in crisis 
situations, managers may have to tolerate some degree of uncertainty 
in their judgment processes. Choo (2001) identifi ed four decision-
making modes—boundedly rational, process, political, and anarchic—all 
of which incorporate a certain degree of uncertainty. This uncertainty 
may be present in either or both of two dimensions: uncertainty about 
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the desired fi nal outcome or uncertainty regarding the possible and pre-
ferred methods and means for pursuing this outcome. The boundedly 
rational mode (Simon, 1976) is characterized by relatively low uncer-
tainty in both dimensions, and the decision-making process is usually 
simplifi ed by the use of standardized procedures for executing organiza-
tional routines in scanning and evaluating information. Clear goals but 
uncertain methods defi ne the process mode, in which alternatives are 
sought or developed and then a choice is made based on an evaluation 
of available options. When different groups have clear but confl icting 
objectives, the political mode is used to negotiate a solution among the 
players. Finally, there is anarchic mode, in which:

goal and procedural uncertainty are both high, decision situations 
consist of relatively independent streams of problems, solutions, 
participants, and choice opportunities. A decision happens through 
chance and timing, when problems, solutions, participants, and 
choices coincide; and when solutions are attached to problems, and 
problems to choices by participants who have the time and energy 
to do so. (Choo, 2001, p. 199)

The anarchic mode is the type of decision making most often encoun-
tered in everyday situations in complex and turbulent contexts and is 
especially relevant to organizational crises. This type of mild disorder-
liness is more common than the literature suggests. As Dörner (1996) 
remarked, only rarely are real-world decision processes documented. 
Published case studies tend to impose order and use hindsight bias to 
depict the decision-making process as more linear and rational than it 
often is. A more naturalistic style of decision making better refl ects the 
high-uncertainty, high-stakes environment of organizational exigencies.

Naturalistic Decision Making

From its inception in the mid-1980s, naturalistic decision making has 
presented decisions as embedded in a situational context that helps to 
shape the decision maker’s perceptions of the decision to be made, the 
decision itself, its objectives, and its outcomes. In many cases, within 
a naturalistic context it is diffi cult to identify exactly “what is being 
decided, by whom, and for what reason” (Schmitt, 1997, p. 94; italics in 
original). Naturalistic decision making (NDM) responds to this view of 
an unstable and uncertain context by examining how people bring their 
individual and group experience to bear on decisions made in a variety 
of natural contexts (Klein, 1998; Schmitt, 1997; Zsambok, 1997).

Poorly defi ned goals are of particular interest in NDM because they 
pose such diffi culties in gauging success. As Klein (1998) remarked, “with 
an ill-defi ned goal, you are never sure if the decision was right” (p. 5). 
In talking about “wicked” decisions, Churchman (1967) could have been 
describing an NDM context: “a class of social system problems which 
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are ill formulated, where the information is confusing, where there are 
many clients and decision makers with confl icting values, and where the 
ramifi cations in the whole system are thoroughly confusing” (p. B141). 
As Churchman made clear, some of the key factors in NDM are (1) ill-
structured problems; (2) uncertain and dynamic environments; (3) shift-
ing, ill-defi ned, or confl icting goals; (4) multiple event-feedback loops; 
(5) time constraints; (6) high stakes; (7) lack of decision-maker expertise; 
and (8) multiple players (Canon-Bowers et al., 1996; Klein, 1998). It is not 
necessary for all of these factors to be present in the extreme in order for 
a decision to be considered naturalistic, yet most of the time they are all 
present in crisis situations.

Canon-Bowers et al. (1996) narrowed the range of these key factors 
to the six shown in table 7.1. Concerning the fi rst trait—a unique and 
dynamic decision environment—they argued that even though classic 
decision-making research has considered the role of uncertainty, it has 
typically been within the context of a static and controlled environment. 
In contrast, one of the chief identifying characteristics of NDM is its 
emphasis on studying changeable and changing circumstances.

A related trait of NDM is its interest in how the results of decisions 
affect both the environment and subsequent choices in an ongoing and 

Table 7.1. Defi ning Traits of Naturalistic Decision Making (NDM) 
Research

Trait Relative to Comments

Unique and 
dynamic
situational 
context

Decision environment Defi ned by Canon-Bowers et al. 
(1996) as “perhaps the single
most important feature of interest” 
(p. 198)

Multiple decision
feedback loops

Decision task
Decision environment

A by-product of the complexity
of the environment and/or of the 
task, as well as their dynamic 
nature

Meaningful
consequences

Decision environment
Decision maker

“Meaningful” is subjectively 
defi ned by the decision maker and/
or the decision environment

Multiple goals Decision task
Decision environment

Stability, focus, and confl ict among
goals may vary

Decision 
complexity

Decision task Has been studied by traditional
decision researchers, but not 
within a dynamic framework

Knowledge 
richness

Decision task
Decision environment

Density of information and 
knowledge from which the 
decision maker has to draw cues 
and inform actions
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dynamic context, in turn becoming part of the decision problem. Canon-
Bowers et al. (1996) described these multiplied impacts as decision feed-
back loops, the second trait of NDM. The description of these feedback 
loops comes close to Weick’s (2001) previously quoted defi nition of the 
enacted environment and its role in the sensemaking process: “When 
people act, they bring events and structures into existence and set them 
in motion” (p. 225). Similarly, the way in which the effects of each deci-
sion shape the course of events so that it becomes part of the next deci-
sion context mirrors the sense of history in a complex system: “Once the 
decision is made, there is a historical dimension and subsequent evolu-
tion may depend on that critical choice” (Mitleton-Kelly, 2003, p. 34).

The third NDM trait, meaningful consequences, is clearly a subjective 
assessment. Moreover, the relative “meaningfulness” of a decision event 
and its consequences may be determined either internally, based on the 
decision maker’s own goals and values, or externally by the environment 
itself or by other people or entities (Canon-Bowers et al., 1996).

The degree to which the goals of decision events are ill defi ned, 
poorly focused, or confl icting may vary within a naturalistic setting, but 
the common denominator is that such settings always involve multiple 
goals—the fourth NDM trait. Most published research regarding NDM 
has been carried out in fi elds in which both the stakes and time pres-
sures were very high, such as military operations or among fi refi ghters 
(Klein, 1998). Canon-Bowers et al. (1996) offered a military example of 
multiple goals in a high-stakes, rapidly changing crisis environment:

A Navy ship commander may have as an overriding goal to pro-
tect the ship from hostile attack (which is clear and unchanging). 
Pursuant to this goal, however, are a series of subgoals and asso-
ciated goals (e.g., conserve resources, maintain tactical advantage, 
follow rules of engagement, avoid unnecessary aggression); under 
each of these may be even fi ner proximal goals. (p. 199)

This type of disorderly situation might be studied by classical decision 
researchers, who might study the effects of cue interdependence or num-
ber of task elements. However, classical decision research does not con-
sider the further complications imposed by a dynamic environment and 
multiple goals (Canon-Bowers et al., 1996).

The mad cow furor of the 1990s refl ects another type of crisis in 
which multiple goals were linked in a high-stakes environment. In the 
1970s, British authorities changed meat processing techniques in an 
effort to protect human workers from toxic chemicals. However, that 
decision is thought to have allowed the development of the current form 
of bovine spongiform encephalitis (BSE) that eventually caused human 
deaths. Those deaths in turn led to the slaughter of thousands of cattle, 
to multiple bankruptcies in the beef industry, and to strained relations 
between Great Britain and the European Union. Would it have been bet-
ter to have kept the original level of risk for meat processing personnel 
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and save the British beef industry, as well as the handful of humans 
who died from BSE-related causes later on? The tight linkage between 
multiple interests and confl icting goals makes such a policy question 
diffi cult to answer.

Finally, one important aspect of this complexity is the relative degree 
of knowledge richness, or the sheer amount of information from which 
decision makers need to elicit important cues and components for deci-
sion making. As Boisot (2003) described it, “corporate and business strat-
egists are today expected to deal with ever more variables and ever more 
elusive non-linear interaction between the variables. What is worse, in a 
regime of ‘time-based competition’, they are expected to do it faster than 
ever before. This often amounts to a formidable increase in the objec-
tive complexity of a fi rm’s strategic agenda” (p. 185). Along with this 
overload in exogenous complexity comes the subjectively experienced 
complexity that characterizes managers’ experience and impairs their 
decision making during a crisis. As Kersten (2005) pointed out, “our abil-
ity to act rationally in a crisis is severely limited to begin with. . . . But 
if we acknowledge that rationality is situated within a specifi c cultural 
context and shaped by that context, then we understand that a crisis 
is likely to strengthen rather than weaken those contextual infl uences” 
(p. 545; italics in original). The result is decision making that outsiders 
would see as distinctly irrational, such as deciding to fl y the Challenger 
mission with fl awed O-rings.

NDM shifts the focus away from decisions as a string of sepa-
rate choices and toward the study of goal-oriented action. As a result, 
NDM expands the fi eld of study to include the broader realm of situa-
tion assessment; it examines the role of decision-maker expertise in the 
decision-making process; it focuses on dynamically evolving decision-
making contexts rather than static ones; and it includes both action 
and perception as integral components of the decision-making process 
(Canon-Bowers et al., 1996).

One of the fi ndings of NDM research has been that decision makers 
with high levels of expertise are able to use a form of mental shorthand 
that matches patterns of context-specifi c domain knowledge to the situ-
ation at hand (Canon-Bowers & Bell, 1997; Klein, 1998). This process is 
known as recognitional pattern matching, or RPM, and is the primary 
component of the recognition-primed decision model (RPD). RPD is one 
way in which NDM researchers have characterized expert decision mak-
ers’ ability to make rapid, accurate decisions under high-pressure condi-
tions. When experts use the RPD model:

they understand what types of goals make sense (so the priorities 
are set), which cues are important (so there is not an overload of 
information), what to expect next (so they can prepare themselves 
and notice surprises), and the typical ways of responding in a given 
situation. By recognizing a situation as typical, they also recognize 
a course of action likely to succeed. The recognition of goals, cues, 
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expectancies, and actions is part of what it means to recognize a 
situation. (Klein, 1998, p. 24, italics in original)

The RPD model of expertise has particular importance in the turbulent 
context of crisis, because few crisis decisions can be made in advance: 
They are context specifi c. A person capable of using RPD has acquired 
the knowledge and experience necessary to make these assessments on 
the spot. Based on this description, it is easy to see why NDM is some-
times referred to as the study of “how experts think” (Klein, 1998). Like 
expertise, RPD requires the ability to intuit patterns and fi ll in missing 
information.

Table 7.2 compares the basic steps involved in the traditional and nat-
uralistic decision-making processes. The advantages and disadvantages 
of the two models are clear from the chart. The analytical model requires 
that decision makers gather a considerable amount of information before 
they reach a decision. It also assumes a relatively static, knowable con-
text. However, fi eld research indicates that even with the support of the 
formal heuristics offered by decision theory, decision makers who adopt 
it are no more likely to make successful decisions than those using less 
structured models. It may be that the heuristics are used as a crutch to 
make up for a lack of experience. For example, Klein (1998) found that 
analytical methods offer a “fallback for those without enough experience 
to know what to do” (p. 103). In contrast, the expert responds to the situ-
ation, takes action, and responds to the changes in the situation enacted 
as a result of the prior decision, all in a seamless process of which he 
himself may be unaware. The novice, on the other hand, will need to 
follow explicit instructions and will be unable to respond as promptly 

Table 7.2. Comparison Chart of Analytical and Naturalistic
Decision-Making Processes

Analytical Decision-Making Model Naturalistic Decision-Making Model

Situation is static and clearly 
delineated, with unambiguous goals

Situation is dynamically evolving; it 
is not always certain that a decision is 
necessary, or what the desired outcome 
should be

Decision maker gathers as much 
information as possible about the 
situation in the time available

Decision maker consciously or 
subconsciously assesses the situation 
and notices familiar aspects

Brainstorming generates largest 
possible number of options

Assessment prompts limited range of 
appropriate options

Formal evaluation of the pros and 
cons of various alternatives

Mental simulation applying suitable 
options, one at a time; simulation 
also spots any weaknesses and allows 
changes to be made “online”

Comparison of all assessments to 
select the best available option

Select the fi rst workable option without 
comparing to others
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or effectively to variations in the context. Although a crisis plan might 
supply these instructions, it suffers from the faults of the traditional 
decision-making model, mainly assumptions about rationality, linearity, 
and factual certainties. Therefore, one task of crisis planners must be to 
develop expertise in key managers.

Team Decision Making

The crisis management team is one major venue in which key manag-
ers meet to share their expertise. Even though no one individual on the 
team has all the necessary knowledge, over time the group can create 
a unifi ed vision of potential crises and responses. A signifi cant role 
in team decision making (TDM) processes is thought to be played by 
shared mental models, what Eisenhardt (1989, 1999) called “shared intu-
ition” and Klein (1998) called “team mind.” These models are analogous 
to the concept of shared understanding in sensemaking. Like the “heed-
ful interrelating” of sensemaking, the shared mental models of TDM are 
developed through frequent and regular collaborative interaction among 
group members (Eisenhardt, 1989, 1999; Klein, 1998; Zsambok, 1997).

In order to emphasize the signifi cance of this team concept, we use 
the term team decision making rather than group decision making, which 
implies that any casual assembly of people will adopt a certain manner 
of making decisions. In contrast, teams are relatively stable groups that 
have frequent opportunities to cooperate, get to know each other, and 
develop certain kinds of routines and shorthand. Eisenhardt (1989, 1999) 
found that top management teams that met frequently and established a 
regular pattern of interaction developed a shared intuition that allowed 
them to make better decisions more quickly than less collaborative man-
agement teams. Klein (1998) noted that “a team that has much experi-
ence working together can outperform a newly assembled team” (p. 219), 
because even if a new team is made up of individual experts, it is miss-
ing the repeated communications that make for superior performance. 
Any sports coach would certainly agree with this assessment.

Numerous studies over the years have examined how groups cooper-
ate to make decisions and have identifi ed processes and factors that dif-
ferentiate successful decision-making groups from their less successful 
counterparts. Primarily, research shows that

good teams monitor their performance and self-correct; offer feed-
back; maintain awareness of roles and functions and take action 
consistent with that knowledge; adapt to changes in the task or the 
team; communicate effectively; converge on a shared understanding 
of their situation and course of action; anticipate each other’s actions 
or needs; and coordinate their actions. (Zsambok, 1997, p. 112)

This description sounds very much like the self-organizing behavior 
that underlies complex adaptive systems. For example, Cilliers (1998) 
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identifi ed several principles of self-organization in complex systems: 
These include a movement toward change and differentiation result-
ing from mutual feedback; cooperation among various agents; and rein-
forcement that eventually leads the system to form coherent patterns 
(entrainment).

More specifi cally, successful teams in NDM settings typically include 
four traits: (1) competencies, (2) identity, (3) cognitive skills, and (4) 
metacognition (Klein, 1998). Competencies are important because a crew 
of novices cannot hope to become an expert team without being able to 
rely on experienced individuals. Indeed, even an assembly of experts 
may constitute a novice team until they have had some practice work-
ing together. The second element of successful teams, identity, refers to 
a sense of one’s own role within the team, of others’ roles, and of the 
team’s overall status and aims. The third element, cognitive skills, is 
important because, in order to function effi ciently and effectively, the 
team as a whole must also be capable of assessing the situation, under-
standing what needs to be done, and dealing with uncertainty and ambi-
guity. Finally, a team with a strong identity and well-developed cognitive 
skills is also capable of metacognition, the ability to juggle ideas and 
assess multiple perspectives in order to take advantage of any opportu-
nities that may arise. Klein (1998) described the strength of such a team 
as the ability to “create new and unexpected solutions, options, and 
interpretations, drawing on the experience of all the team members to 
generate products that are beyond the capabilities of any of the individu-
als” (p. 245). Metacognition also involves the team’s ability to assess its 
own performance on the fl y and to make any necessary adjustments. The 
dynamic nature of metacognition allies it with the team learning process 
described in the following section as part of the “expert organization.”

The Expert Organization

The literature on knowledge and learning displays a wide variety of dis-
ciplinary approaches, theoretical foundations, and methodologies, but 
it is unifi ed by certain specifi c themes. First, it distinguishes between 
information, knowledge, and learning. Second, it distinguishes between 
different types and levels of learning, particularly focusing on the role 
of learning in bringing about organizational change rather than mere 
mastery of facts. Third, it distinguishes between conceptual and expe-
riential learning, emphasizing the importance of holistic awareness and 
learning by doing. Fourth, it is concerned about whether and how knowl-
edge can be transmitted to others, particularly how individual expertise 
can contribute in a team setting.

These lessons are especially valuable for organizations in the turbu-
lent context of crises because the learning literature addresses precisely 
these skills needed in crises: adaptation, action, collaboration, and 
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Figure 7.1. The Expert Organization

sensitivity to underlying causes of organizational behavior. In turn, all 
these qualities come into play to create Choo’s (2001) model of the know-
ing organization with which this chapter began. Choo’s model combined 
sensemaking, knowledge, and decision making in an ongoing learning 
process: “By marshalling the skills and expertise of its members, [the 
knowing organization] is able to engage in continuous learning and 
innovation. By applying learned decision rules and routines, it is primed 
to take timely, purposive action” (p. 197). Choo placed great emphasis on 
the management of information processes that would enable organiza-
tional learning and sensemaking.

We propose an augmented version of Choo’s (2001) model, one that 
puts less emphasis on learned decision rules and more on intuition or 
expertise as an essential component of organizational learning. In this 
model, shown in fi gure 7.1, explicit knowledge is essentially information, 
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and tacit knowledge is an intrinsic component that both shapes and 
ensues from the act of knowing. However, our model is designed not 
to adapt to a perceived external environment, as Choo intended it, but 
instead to enact the environment in the sense that Weick (2001, p. 225) 
used the term. In other words, the expert organization model describes 
actions that shape and launch other actions, all of which are impelled 
by people’s shared conceptions of a situation. As a result of continued 
refl exive enactment, the organization engages in an ongoing process of 
learning. Because of the strong component of teamwork, learning here 
takes the form of “collective accomplishment,” as suggested by Gherardi 
(1999).

This model incorporates knowledge, knowing, sensemaking, and deci-
sion making at both the group and individual levels. Through refl exive, 
recursive interaction among individuals and groups, among themselves 
and in relation to contextual factors, the organization represented in the 
model engages in continuous learning while simultaneously enacting its 
knowledge. This approach cultivates a dynamic, emergent character in 
organizations that helps them operate as complex systems, constantly 
self-organizing and evolving. The model can be said to represent the 
“expert organization,” because it synthesizes all of the components of 
organizational learning discussed previously: tacit and explicit knowl-
edge, team collaboration, sensemaking and enactment, and expertise as 
the ability to intuit hidden patterns.

Although the expert organization model appears as an abstraction in 
this context, it is intended to be a pragmatic model for practical applica-
tion in organizations. The remaining chapters argue that such a model 
is uniquely suited to the context of crisis management.
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Case History

Nonlinear Diffusion

China and Food Contamination

It started with a handful of sick pets and ended in the execution of a 
high-level Chinese offi cial. On March 17, 2007, Menu Foods, a Toronto-
based manufacturer of premium pet food, announced the recall of 60 
million units of wet pet food that had been marketed under the labels 
of 88 separate brands. The recall, affecting cat and dog food sold in 
North America between December 3, 2006, and March 6, 2007, was 
described by a corporate spokesperson as “precautionary” (Perkel, 
2007), despite the suspected link between Menu Foods products and 
the deaths of at least 10 household pets in the United States and 
Canada that had precipitated the recall. The company had supplied 
store-brand pet food to 17 major U.S. chain stores and several popular 
pet food companies, and the recall quickly snowballed. Within weeks 
the contamination would be implicated in the illnesses of thousands of 
cats and dogs, with the Food and Drug Administration reporting 8,500 
unconfi rmed claims of pet deaths caused by the recalled products 
(Goldman & Lee, 2007). What had begun as a relatively straightforward 
product recall would reverberate across several countries and indus-
tries, affecting Fortune 500 companies, government regulatory agencies, 
and U.S. trade relations with foreign nations.

Within a week of the recall, investigators at Cornell University’s 
New York State Food Laboratory announced that they had found amin-
opterin, a type of rat poison not approved for use in the United States, 
in samples of pet food (Zezima, 2007), and reports of poisoning quickly 
circulated. The U.S. Food and Drug Administration (FDA), unable to 
replicate those fi ndings, attributed the contamination instead to wheat 
gluten and rice protein concentrate tainted with the industrial prod-
uct melamine, which is sometimes used to artifi cially infl ate protein 
levels in food products. The contaminated products were traced to 
two different Chinese companies. The Chinese government vehemently 
denied that Chinese exports had been responsible for pet illnesses. 
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Nonetheless, the United States put a hold on all wheat gluten imports 
from China. 

In response to the recall, pet owners scrambled to fi nd the safest 
alternatives to feed their animals. Wayne Pacelle, president and chief 
executive offi cer of the Humane Society of the United States, observed 
that “the kind of drumbeat, day after day, of recalls has shaken con-
sumers’ confi dence in the pet food industry’s adherence to food safety 
standards” (Bridges, 2007). A poll conducted soon after the recall found 
that only half of those pet owners whose brand of pet food had been 
recalled planned to return to their original brand, even after the recall 
was lifted. “It’s made me so wary and skeptical of all dog food,” noted 
one pet owner. “It’s all mass produced” (Weiss & Trejos, 2007). Some 
consumers turned to small pet boutique food brands that promised 
local and organic ingredients (Baca, 2007). Sales of pet food cookbooks 
increased dramatically in response to the recall (Rosenthal, 2007).

In the weeks following the recall, the Internet became a key source 
of information for the more than 56% of U.S. households with pets 
(Weise, 2007). Web sites and blogs geared toward pet owners became 
hubs for fi nding up-to-date information on details regarding the recall. 
The Web site Pet Connection, run by a veterinarian and a former news-
paper copy editor, created an online searchable database to which pet 
owners could submit data on pets that were thought to have been sick-
ened or killed by the contamination. Pet Connection also provided live 
transcripts of FDA press conferences conducted via telephone, provid-
ing concerned citizens with a means to obtain actionable information 
from the federal agency nearly as quickly as the journalists themselves 
received it. “We’ve been accused of feeding people’s emotion,” noted 
Gina Spadafori, one of the site’s owners, “but there’s a lot of stuff here 
that’s just fl at-out good reporting” (in Weise, 2007).

Beyond its emotional impact on people whose pets had been endan-
gered, the recall also became a touchstone for broader anxieties about 
the safety of the human food supply. In mid-April came news that the 
FDA had quarantined 1,500 hogs in northern California because some 
of them had been fed melamine-contaminated feed imported from 
China (Henderson, 2007). Soon after, the FDA announced that feed 
farms in Indiana had provided melamine-contaminated feed to chick-
ens (Lopes, 2007). Though the FDA indicated that the potential threat 
to humans caused by the livestock feed contamination was low, many 
remained skeptical (Henderson, 2007).

The spinach outbreak of E. coli had occurred just 6 months earlier; 
soon after, another E. coli outbreak was attributed to green onions used 
in Taco Bell salsa (Burros, 2006b). The spinach recall and the Taco 
Bell contamination together represented “‘a signal event’ in the public’s 
perception of food safety” (Lorin, 2007). A survey conducted by the 
advertising agency JWT one week after the pet food recall suggested 
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that many Americans were concerned about the possibility of a terror-
ist attack on the food supply (“Americans Doubtful,” 2007; “Americans 
Doubt Safety,” 2007). Almost half of the nearly 1,200 respondents 
expressed doubt that the U.S. government would be able to respond 
appropriately to an attack on the American food or water supply. Sixty 
percent of respondents agreed with the statement, “I’m starting to 
believe that the food supply in the U.S. isn’t as safe as it used to be.”

As more reports emerged about pet illnesses and deaths that might 
be attributed to tainted pet foods, consumers, politicians, and the press 
scrambled to ascribe blame for the contamination. The activist organi-
zation People for the Ethical Treatment of Animals (PETA) called for 
criminal investigation into the pet food-related animal deaths (Bell, 
2007). Class action suits were fi led against Menu Foods in both the 
United States and Canada (Bell, 2007; Sullivan, 2007). The U.S. FDA 
came under fi re from both citizens and members of Congress seeking 
answers regarding the extent to which the agency had lapsed in allow-
ing the tainted gluten to be imported. In response to criticism of the 
FDA’s role in overseeing the safety of the U.S. food supply, President 
Bush created the post of Assistant Commissioner for Food Protection, 
colloquially dubbed the “food safety czar,” to help the FDA adapt to 
the changing landscape of the global food system (Lopes, 2007). 

Prior to the recall, the American public had shown little awareness 
of, or interest in, the issue of the safety of Chinese food exports, even 
though it has been said that “the list of Chinese food exports rejected 
at American ports reads like a chef’s nightmare: pesticide-laden pea 
pods, drug-laced catfi sh, fi lthy plums and crawfi sh contaminated with 
salmonella” (Bodeen, 2007). Two months before the pet food recall, an 
Asian Development Bank report had called attention to the issue of 
food contamination in China, claiming that over 300 million Chinese 
citizens were affected yearly by tainted food. The pet food contamina-
tion sparked large-scale concern over the regulation of U.S. imports of 
food products, particularly from China (Phuong, 2007). In a letter to the 
editor of his local paper, one Florida man demanded that “the whole 
country should rise up in outrage and anger at the infection of our 
society by fi lthy and sometimes deadly Chinese food imports,” a prob-
lem he attributed to the “parasitic relationship between corporations 
and elected offi cials” (Stephens, 2007).

The international outcry over the tainted pet food further impli-
cated Zheng Xiaoyu, the former head of the Chinese State Food and 
Drug Administration, who was already facing corruption charges 
stemming from his reported acceptance of $832,000 in bribes. Just 10 
weeks after Menu Foods’ initial recall of contaminated pet food, Zheng 
was sentenced to the death penalty, an unusually harsh sentence for 
someone at such an elevated position in the Chinese government. He 
was executed on July 10, 2007 (“China executes food safety chief for 
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bribery,” 2007; Magnier, 2007). Although he had been fi red in 2005 and 
had been implicated in dozens of deaths related to subpar food and 
drugs, Zheng’s sentence appeared to be part of a larger public relations 
strategy to diffuse international anger at China’s careless business
practices. But the damage had already been done.
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Complexity, Crisis, and the Expert 
Organization

Reconfi guring the Dominant Paradigm

As we have described it so far, the conceptual foundation of crisis com-
munication includes three main components: the crisis literature itself, 
theories of complex adaptive systems, and theories of organizational 
learning. Chapter 2 traced the evolution of mainstream crisis commu-
nication studies during the past 20 years. It showed that an early focus 
on the tactics of information dissemination later expanded to include 
strategy. Currently, crisis management has started to consider the per-
meability of boundaries between an organization and its publics, the 
uncertainties of crisis planning, and the possibility of multiple outcomes. 
Chapters 3 and 4 laid out the basic premises of complexity theory and 
showed their relevance to crisis situations, especially the growing inter-
est in multiple goals and audiences, social context, and uncertain out-
comes. Chapters 5 and 6 examined ways in which organizations learn, 
both competently and dysfunctionally, and Chapter 7 proposed the con-
cept of the “expert organization” as an effective approach to volatile and 
unpredictable crisis situations. In this section, we bring together these 
three streams of thought—crisis literature, complexity, and organiza-
tional learning—showing how their combination extends our thinking 
about crisis communication.

Table 8.1 summarizes the key assumptions that inform most main-
stream approaches to crisis communication. They are divided into four 
general categories, arranged along a continuum from a broad perspective 
to those assumptions that relate more narrowly to crises (see also Gilpin 
& Murphy, 2005). Philosophical assumptions imply a certain general out-
look on “how things work,” whereas assumptions about organizations 
suggest a specifi c approach to organizations and their characteristics. 
Assumptions about knowledge describe concepts that govern how infor-
mation, knowledge, decision making, and learning are viewed, and 
fi nally, assumptions about crisis management deal specifi cally with 
organizational crises and how best to prevent and manage them.



Table 8.1. Reframing the Assumptions of the Dominant Crisis 
Management Paradigm

Dominant Paradigm Reframed for Complexity

Philosophical assumptions

The future is, at least to some 
extent, predictable.

The future is unknowable yet recognizable, 
the product of everyday micro interaction 
among people, entities, and the 
environment.

It is possible to control events 
and/or perceptions of events by 
directly infl uencing the system 
at large.

It is not possible to fully control the 
perceptions of events in a crisis, or many 
events themselves, as they depend on 
too many exogenous factors and complex 
interactions. The organization can control 
only its own behavior and ability to 
develop new patterns of interaction.

Ambiguity and uncertainty 
are undesirable states that 
should be overcome through 
communication and action 
strategies.

Ambiguity and uncertainty are unavoidable 
states that should be accepted and 
embraced through communication and 
action patterns that allow the organization 
to both enact and adapt to changing 
circumstances.

Stability is a desirable and 
attainable state, and the preferred 
outcome of a crisis situation.

Stability is possible only in an inert (dead) 
system and hence is an undesirable state. 
Even apparent stability in a social system 
is actually dynamically changing through 
patterns of micro interaction.

Assumptions about
organizations

The organization may be likened 
to a mechanical system.

The organization is a complex entity that 
demonstrates emergent behavior, quite 
unlike a mechanical system.

There are clear boundaries 
between the organization and its 
external environment, including 
stakeholders. The organization 
should learn as much as possible 
about this environment in order 
to adapt appropriately.

The organization is defi ned by fl uid, 
changing, socially constructed boundaries 
that form a tenuous separation between 
the organization, its stakeholders, and the 
environment. Members of the organization 
should actively engage with this 
environment so as to enact and be part of 
changes.

Organizational culture is an 
identifi able, measurable variable 
that may be manipulated as 
needed, also as a means of 
overcoming (silencing) confl ict 
and dissent.

Organizational culture is a paradoxically 
identifi able yet dynamic trait that is 
perpetually in fl ux, a blend of multiple 
confl icting voices that is constantly 
produced and reproduced through micro 
interaction and everyday behavior, inside 
and outside the organization, as well as 
across organizational “boundaries.”

(continued)
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Table 8.1. (Continued)

Dominant Paradigm Reframed for Complexity

Assumptions about knowledge

The most effective means 
of creating, developing and 
transferring knowledge within the 
organization is an institutionalized, 
trackable system for gathering, 
evaluating, and distributing 
information (focus on explicit 
knowledge).

The most effective means for learning 
at the individual and organizational 
levels is a combination of real-time 
information, knowledge and knowing 
(gained by daily interactions throughout 
the organization and its environment), 
the authority to enact decisions, and 
conscious efforts to make sense of 
ongoing events (focus on acquiring 
expertise).

The best way to make a decision is 
the analytical method, considering 
all possible alternatives and 
selecting the “optimum” one.

The best way to make a quick, effective 
decision in changing circumstances is 
to develop “expertise” by combining 
information and acquired knowledge 
with sensemaking and decision-making 
skills.

Assumptions about crisis 
management

The primary aim of crisis 
management is to avoid or limit the 
loss of organizational assets and to 
maintain or restore organizational 
legitimacy in the eyes of key 
stakeholders as quickly as possible.

The primary aim of crisis management 
is to avoid or limit the loss of 
organizational assets and to maintain 
long-term organizational legitimacy in 
the eyes of key stakeholders by engaging 
in double-loop learning that may require 
internal change.

The best response by an 
organization in crisis is to 
centralize information and decision-
making procedures around a 
designated crisis management team 
whose members convene and work 
together solely and specifi cally on 
crisis-related matters.

The best response by an organization 
in crisis is that produced by an 
experienced team whose members 
possess the necessary expertise and 
authority to take immediate action, 
recognize their limitations, and know 
where to fi nd other information they 
realize they need.

The best way to handle time-
sensitive, critically important 
situations is to follow a detailed 
procedure previously prepared 
using analytical decision-making 
techniques.

The best way to handle time-sensitive, 
critically important situations is to 
develop the expertise necessary for 
skilful bricolage/improvisation.

An organization will learn the 
necessary lessons from a crisis 
if the crisis team examines the 
data gathered during the crisis 
containment stage to identify 
any mistakes that may have been 
made and updates the crisis plan 
accordingly.

An organization will learn the 
necessary lessons from a crisis if it 
takes the time to refl exively examine 
the multiple, complex causes behind 
the situation, to engage in double-loop 
learning, and to make the necessary 
changes to ensure long-term 
legitimacy.

An earlier version of this table appeared in Gilpin and Murphy (2005), pp. 382–83.
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The philosophical assumptions summarized in table 8.1 provide a 
starting point for combining traditional crisis communication approaches 
with complexity and learning theories. At the broadest level of philo-
sophical assumptions, most crisis writing views the future as being both 
predictable and controllable, at least to some extent, by infl uencing cur-
rent conditions. Crisis managers make an effort to avoid ambiguity and 
uncertainty and to establish clear goals and messages. Crisis experts also 
generally assume that stability is a desirable characteristic and, there-
fore, that successful crisis management will either return the organiza-
tion to the status quo or improve on the status quo (Roux-Dufort, 2000). 
Hence, when asked to defi ne the goal of crisis management, a typical 
practitioner response is “to get back to business as usual and get the 
whole issue off the table” (Bechler, 2004, p. 67).

On these broad foundations the crisis literature builds specifi c views 
about organizations. Assumptions about control often imply a view of 
the organization as a machine-like system that can be fi ne-tuned and 
optimized. In addition, although they encourage extensive interaction 
between organizations and their environments, most crisis authorities 
assume clear boundaries between organizations and their external con-
text, including stakeholders.

Fundamental assumptions about control, predictability, and stabil-
ity also steer most crisis experts toward restricted views of knowledge 
and learning. Generally, crisis experts treat knowledge as explicit, with 
defi ned and circumscribed channels for gathering and distributing 
information around the organization. Favoring control and predictability 
means that traditional social science methods, based on rational analy-
sis of alternatives, are the primary bases for decision making. The same 
fundamental philosophical assumptions apply to crisis management. 
Most experts manage the problem of uncertainty and the sense of being 
overwhelmed by dividing the crisis into smaller, more comprehensible 
parts. Hence the dominant crisis management paradigm deliberately 
takes a reductionist approach. Advocates of this approach focus on the 
parts of the organization, view its environment objectively as a discrete 
entity that can also be apportioned (by audience, by threat level and 
type), and break down the crisis management process into parts. They 
reason that such partitioning allows less-than-optimal crisis responses 
to be analyzed and fi ne-tuned to work better in subsequent crises.

This approach is both practically feasible and psychologically com-
forting. However, perspectives from complexity theory and organiza-
tional learning suggest other ways in which organizations can improve 
their performance during crises. As previously explained, traditional 
crisis communication recommendations deliberately seek to eliminate 
or control ambiguity, paradox, and uncertainty. In contrast, complexi-
ty-based thinking posits a recognizable but unknowable future and the 
absence of permanent stability in any but inert systems. Learning the-
ory supports a complexity perspective, adding that certain frequently 
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prescribed crisis management techniques may constrain learning at 
both individual and organizational levels and can prevent organizations 
from using the variety of responses they need in fast-moving, unstable 
crisis situations. Centralized responsibility for planning and messages 
also may not work for every crisis situation. For all these reasons, cri-
ses require an approach that complements efforts to manage uncertainty 
and exert control on the one hand with complexity-based thinking and 
theories of organizational learning that help to develop agile, improvisa-
tional responses to crises on the other hand.

Nowhere is the contrast between the two approaches plainer than in 
the assumptions that drive crisis planning. The remainder of this section 
looks at crisis communication before, during, and after a crisis event. In 
particular, it looks at six areas of crisis planning in which assumptions 
made by most crisis experts and assumptions based on complexity and 
learning theories are apt to be different. These six areas are (1) the goals 
of crisis planning, (2) assumptions about relationships, (3) assumptions 
about the environment, (4) assumptions about planning processes them-
selves, (5) heuristics for decision making, and (6) the role of organiza-
tional culture. In each case we look fi rst at the major principles of the 
mainstream crisis communication literature, then we consider the same 
principles from the standpoint of complexity and learning theories.
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Expecting the Unexpected

Challenging Precrisis Assumptions

Most experts agree with Heath (2004) that “a crisis is a predictable 
event that occurs at an unexpected time. . . . It challenges the ability of 
the organization to enact the narrative of continuity through construc-
tive change to control the organization’s destiny” (p. 167). Most experts 
also agree that crises threaten two of the most important assets that 
organizations possess: their relationships with constituencies and their 
appearance of legitimacy. These assets are intertwined, as breaches of 
constituent trust can lead to scrutiny of an organization that strips away 
its legitimacy. The result often takes the form of sanctions—legal, fi nan-
cial, or public opinion—that constrain its ability to do business.

In comparison, complexity and learning theories take a somewhat 
broader view of crisis, focusing on characteristics both within the 
organization and in its relationship with the environment that may be 
causing crises to occur. From this standpoint, an appropriate goal for 
surviving a crisis is organizational transformation rather than a return 
to, or improvement in, the status quo. Indeed, crises may not refl ect 
accidents or random misfortunes so much as they express “the outcome 
of the normal functioning of a dysfunctional system” (Kersten & Sidky, 
2005, p. 472) in which corrective measures are seriously overdue.

These goals—complexity theory’s transformation or mainstream cri-
sis management’s return to the status quo—are not mutually exclusive, 
but they do emphasize different aspects of crises and planning. For 
example, whereas most crisis literature divides the communication plan-
ning process into discrete steps, complexity theory looks at the whole; 
whereas mainstream crisis experts advocate precisely quantifi ed and 
systematized scanning and measurement, complexity and learning theo-
ries generally tolerate—even encourage—ambiguity and contingency. At 
times complementary and at times confl icting, these approaches offer 
useful correctives to each other and encourage critical thinking about 
the assumptions people make concerning crisis communication. 
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Apart from overall goals, most crisis experts agree that there are two 
essential areas that an organization must address before a crisis strikes. 
First, the organization needs to cultivate and maintain good relation-
ships with important constituencies such as employees, the community, 
suppliers, customers, stockholders, and media. Second, the organization 
needs to monitor its environment to ensure that it becomes aware of 
emerging problems and resolves them before they reach crisis propor-
tions. Next, we consider each of these two efforts, showing how a com-
plexity perspective enhances mainstream crisis management thinking.

Relationships and Legitimacy

Above all, crises threaten an organization’s legitimacy, the general per-
ception that its actions are “desirable, proper or appropriate within some 
socially constructed system of norms, values, beliefs and defi nitions” 
(Suchman, 1995, p. 574). Threats to legitimacy also constitute threats 
to an organization’s ability to conduct its business. If a company can-
not take care of its constituents, then other entities will step in to do 
that job—regulatory bodies, activist groups, shareholders, lawyers, and 
unions. Therefore, maintaining the organization’s legitimacy is funda-
mental to maintaining its autonomy. Although legitimacy theory was 
originally the province of political science, it now involves all organi-
zational audiences, not just regulatory or legal bodies. Organizations 
can survive only if they can continuously maintain involvement with 
a web of legitimating internal and external stakeholders (Boyd, 2000; 
Palenchar, 2001).

Two major forms of organizational legitimacy emerge from the lit-
erature: strategic and institutional. Crisis management literature has 
focused primarily on institutional legitimacy, as organizations look to 
stakeholders to confi rm that they are “responsible and useful” (Boyd, 
2000, p. 343). Essentially, stakeholders concede the organization’s right 
to continued existence. This approach “focuses attention on the cultural 
environment in which organizations exist and on the pressure that this 
environment exerts on organizations to engage in expected, normative 
behaviors” (Massey, 2001, p. 155). As a complement to institutional legit-
imacy, some authors have addressed actional (or strategic) legitimacy as 
the foundation on which close organization-stakeholder relationships 
are established. Actional legitimacy focuses on the “assumption that the 
actions of an entity are desirable, or appropriate within some socially 
constructed system of norms, values, beliefs, and defi nitions” (Suchman, 
1995, p. 574). From a crisis management perspective, Boyd (2000) 
observed that “although not all corporations will face crises requiring 
institutional legitimation, almost all will introduce on occasion new or 
controversial policies that require actional legitimation” (p. 342)—that 
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is, they will do something that their constituencies dislike, whether they 
are generally considered to be good corporate citizens or not. 

One major factor that complicates organizations’ efforts to improve 
their legitimacy is the heterogeneity of organizational stakeholders 
(Massey, 2001; Suchman, 1995). Stakeholders have confl icting, changing 
needs and desires, requiring the organization to continually re-earn its 
legitimacy. Fortunately, unanimous legitimacy is not necessary; gener-
ally, an organization need only achieve a “critical mass” of legitimacy 
conceded by its network of stakeholders (Boyd, 2000). However, achiev-
ing that critical mass is diffi cult because relationships are constantly 
changing as priorities, values, attitudes, and players shift and give way 
to others. This instability becomes a particular problem “in contexts 
where multiple institutions place confl icting demands on organizations 
and their members” (Wicks, 2001, p. 666). For example, Morton Thiokol, 
the manufacturer of the Challenger space shuttle’s faulty O-rings, had 
an outstanding fi nancial performance in 1986, the year that the shuttle 
exploded. In its annual report it had to balance regret for the devastating 
consequences of the O-rings against applauding its outstanding results 
for shareholders. In situations such as the pet food contamination issue 
recounted at the beginning of this section, a single organization’s suc-
cess is overshadowed by pervasive industry-wide threats that must be 
addressed in stakeholder communications.

Organizations that are trying to gain, maintain, or reacquire legiti-
macy from their stakeholders can select from several strategies. First, 
they can effect change within themselves to better meet their audiences’ 
criteria, a viewpoint espoused by J. Grunig’s (2001) symmetry theory. 
Second, they can try to alter their audiences’ ideas of legitimacy to be 
more congenial to their own organization’s ideas through issues manage-
ment and advocacy campaigns (Heath, 1997). Third, they can “identify 
with symbols, values, and institutions that already possess strong social 
legitimacy” (Boyd, 2000, p. 345). Rhetoricians call this approach “tran-
scendence,” as when Union Carbide attempted to set the Bhopal accident 
in the context of issues in the chemical industry overall (Ice, 1991) or 
when President Bush, unable to justify the Iraq war on the basis of weap-
ons of mass destruction, placed it in the context of fostering democracy 
in the Middle East. 

Relationships and interdependencies also lie at the core of complexity-
based thinking. However, a complexity approach to relationships differs 
from the assumptions of mainstream crisis writing in three signifi cant 
ways. First, complexity does not assume clear boundaries between the 
organization and its environment, including stakeholders, so there is 
no sense of “us” versus “them.” Second, complexity theories posit that 
relationships are never entirely static, but constantly changing. These 
changes may be incremental, or a relationship may be pulled unexpect-
edly into a radically different attractor basin at a bifurcation point, often 
represented by the crisis situation itself. These dynamic changes emerge 
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from local, repeated interaction between mutually infl uencing individu-
als or entities. 

A third way in which complexity-based thinking differs from main-
stream crisis strategy is that, because it is open-ended and nonlinear, 
a complexity approach does not lend itself to quantifi ed audience and 
relationship measurement of the kind recommended by many crisis 
experts. Most mainstream crisis management models recommend rating 
stakeholders and their concerns with methods such as decision trees, 
stakeholder surveys, or response testing (Coombs, 2007; Ferguson, 1994; 
Lindenmann, 1998; Pearson & Clair, 1998; Ulmer et al., 2007). This view 
sees relationships as suffi ciently constant to be measured and suffi -
ciently linear to extrapolate origins from consequences. It also suggests 
that the crisis is external to the organization—a function of audience 
perceptions—and divorced from the context of internal problems that 
may have caused or worsened the crisis in the fi rst place (Bechler, 2004). 
For example, Millar and Beck (2004, p. 162) found that one of the most 
common metaphors for crisis was the container, to “distinguish what is 
‘inside’ from what is ‘outside.’ ” Therefore “crises happen when either: 
(a) an ‘outside’ agent or event damages the container’s boundaries . . .  or 
(b) an ‘inside’ dynamic or agent implodes the contents beyond their dis-
tinguishing boundaries” (p. 162). Yet, as we have seen, in complexity-
based thinking the boundaries between various agents in the system 
are permeable and infl uence is mutual, so that measurement and con-
trol are imperfect at best: “Information from the environment has a 
direct, though non-determinate, infl uence on the system: it causes cer-
tain changes in the system, but it does not fully determine the nature 
of these changes,” in a nonlinear relationship with an interpenetrating 
environment (Cilliers, 1998, p. 125; italics in original).

Furthermore, from a complexity perspective, measurements of rela-
tionships in terms of variables and numbers do not capture other, equally 
important, contextual factors that may emerge unexpectedly. For exam-
ple, the use of corporate social reporting indicators as a standard cri-
sis preparation tactic does not take into account the unexpected power 
of certain issues or minor groups to seize the attention and support of 
large publics. One classic illustration is the case of the Brent Spar oil rig 
that Royal Dutch-Shell planned to sink in the North Sea. The company 
was prevented from carrying out the project because the environmental 
activist group Greenpeace rallied support against the venture through 
an intensive information campaign (Elliott, Smith, & McGuinness, 2000; 
van Ginneken, 2003). Ranking issues and stakeholders assumes an 
objectively measurable environment with limited room for the sudden 
emergence of unforeseeable matters or groups that form spontaneously 
around an issue without prior warning (Stauber & Rampton, 1995). From 
a complexity perspective, measuring and ranking relationships is an 
attempt to impose order and control onto a complex and changing world 
that resists such categorization.
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Credibility and trust are additional areas that feature prominently in 
crisis managers’ concerns about audience relationships. Like legitimacy, 
credibility and trust can be gained and lost based on an organization’s 
behavior (Coombs, 2007; Massey, 2001). Like legitimacy, credibility is not 
something the organization can construct alone; it must be earned from 
stakeholders on a continuing basis. 

Organizations are interested in achieving “terminal” credibility, pub-
lic confi dence based on both general behavior and responses in specifi c 
situations (Coombs, 2007). However, from a complexity point of view, it is 
very diffi cult for an organization to plan and carry out targeted credibil-
ity efforts. In part, credibility is problematical because complex systems 
do not represent linear relationships between actions and responses; 
instead, multiple factors may affect the context. In public relations, this 
type of multifaceted and overdetermined judgment has been examined 
in terms of contingency theory. For example, Cameron and his associates 
identifi ed more than 80 variables as “candidate factors” that affect the 
stance of an organization (Cancel et al., 1997, p. 33; Cancel et al., 1999).

Credibility is thus situational and subjective, dependent on some 
factors over which the organization has little control, such as attitudes 
toward businesses in general or toward a certain industry. People tend 
to distrust corporations as a rule, and certain industries have a lower 
baseline credibility than others (Petrick, Scherer, Brodzinski, Quinn, 
& Ainina, 1999; Stevens, 1999). Even a crisis suffered by a competi-
tor can affect an uninvolved organization’s reputation and, thus, cred-
ibility. For example, a series of well-publicized frauds by U.K. lenders 
in the early 1990s led to widespread public mistrust of the credit and 
banking industry, sparking a government investigation (Knights, Noble, 
Vurdubakis, & Willmott, 2001). Similarly, in 2002, the mega-accounting 
fi rm Arthur Andersen made an effort to salvage its credibility by sepa-
rating itself from the auditing debacle at its client Enron, splitting off its 
consulting business and giving it the connotation-free name “Accenture.” 
Furthermore, in a global environment, loss of credibility in one locale 
spreads rapidly throughout the global network. Therefore, when bad 
publicity about ill-tasting Coca-Cola spread throughout Europe in 1999, 
the company needed to be concerned about its sales on every continent. 

The pet food contamination issue is another example of how cred-
ibility crises can traverse national, industry, and issue boundaries. The 
crisis began as a suspected case of product tampering, an instance of rat 
poison added to a particular batch of pet food ingredients. As a result 
of the ensuing investigations and media coverage, the issue expanded to 
include questions of U.S. food safety policy in general, trade regulations 
for human and animal food imports, fears associated with “anonymous” 
mass-produced food products, fraudulent practices in the international 
trade arena, and doubts regarding the viability of a global supply system 
that evades national controls. The resulting credibility defi cit affected 
pet food suppliers and, indeed, any food manufacturer known to import 
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ingredients from China, importers and distributors, Chinese businesses 
trading with the United States in various industries, legislators, and 
policy makers.

Like credibility, trust—another vital component of stakeholder
relationships—is viewed somewhat differently in the literature of cri-
sis communication and complexity theory. Few organizations attempt to 
actively manage trust as a valuable stakeholder asset, in part because 
the concept of trust is elusive (Elliott et al., 2000). Like other aspects 
of the organization-stakeholder interaction, trust is subjective and situ-
ational. As Williams and Olaniran (1998) observed with respect to the 
Exxon Valdez, “the opposing sides of the issue are judged with differ-
ing standards by the general public in regard to what is trustworthy” 
(p. 392). For example, the 2002 sex abuse scandal involving Catholic 
priests was seen in very different ways by the Church and by the lay 
community. Whereas the latter was concerned with the victims, to the 
Church the problem was far more multifaceted: “a sociological, psycho-
logical, legal, theological, and ethical issue framed as much by anti-Ca-
tholicism and ideological disagreements with Catholic doctrine as by 
legitimate concerns over the safety of children” (Maier, 2005, p. 220). 
The lay establishment wanted immediate punishment of the breach of 
trust committed by priests who had abused children, but the Church 
establishment defi ned the traditional Church hierarchy as the primary 
repository of trust. Therefore, it fi rst reaffi rmed that hierarchy by dis-
missing challenges from radical reformists and then turned its attention 
to punishing the abusive priests (Dixon, 2004).  

Although it is diffi cult to manage, trust is often called for in the 
ambiguous and contingent circumstances of a crisis. Aspects of crisis 
planning that attempt to overcome ambiguities and establish control 
and prediction are seeking to replace trust with confi dence. According 
to Seligman (1998), “confi dence is what you have when you know what 
to expect in a situation: trust is what you need to maintain interaction 
if you do not” (p. 391). Confi dence requires some degree of knowledge 
about the status, terms, or consequences of a relationship, as the follow-
ing example indicates:

When I say that I “trust” the doctor, I am not quite correct. Rather, 
I mean that I have confi dence in her abilities, in the system that 
awarded her the degree on the wall (and I may have greater con-
fi dence if the degree is from Cornell University and less from a 
west-coast mail order address), as well as in the epistemological 
assumptions of American medicine. Of course I may also lack such 
confi dence and take my daughter to Lourdes instead, or I may trust 
(have faith in) the Lord if, for instance, I am a Christian Scientist. 
(Seligman, 1998, pp. 391–92)

Trust comes into play when there is no way of knowing whether 
our confi dence is well placed, “when the other is unknowable, when 
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behavior cannot be imputed or predicted” (Seligman, 1998, p. 393). 
Conceptualized in this way, trust is an intangible and dynamic attribute 
of relationships.

Most crisis experts instead tend to see trust as confi dence and try 
to manage it in terms of information and control. If the organization 
appears to be in control of a critical situation—having information that 
shows it knows what is wrong—audiences are more inclined to trust it. 
They have confi dence that the organization knows what to do to resolve 
the crisis. However, complexity views trust somewhat differently, more 
in keeping with Seligman’s (1998) approach to trust as a response to the 
unknowable, unpredictable, and unstable. In contemporary organiza-
tions, when relationships go beyond contractual or other formal agree-
ments, trust must be continually negotiated between individuals based 
on various elements of the relational history. Trust is a relative trait that 
varies dynamically and cannot be controlled by either party; rather, it 
emerges as a result of everyday interaction. Trust is inherent in complex 
social systems because “the very differentiation and complexity of the 
system makes it impossible to predict the nature of the alter’s role per-
formance” (Seligman, 1998, p. 399). From a complexity standpoint, in a 
crisis trust exists at the system limits, as a feature of the so-called “edge 
of chaos,” an unstable and swiftly changing state in which customary 
controls no longer govern events in ways that can be anticipated. 

Mainstream crisis literature diverges from the complexity and learn-
ing literature on the degree to which organizations can control what 
audiences say and think about them. One way in which organizations 
try to infl uence relationships is through mutual interaction with audi-
ences. Many models for building favorable relationships point to the 
description of “excellent” two-way communication, originally developed 
by James Grunig and his colleagues, that calls for ongoing two-way com-
munication between the organization and its key stakeholders (Dozier, 
Grunig, & Grunig, 1995; Fearn-Banks, 2007). According to this model, 
communication with stakeholders is not a matter of sending persuasive 
messages to a passive receiver; rather, it means sharing impressions and 
ideas on an even footing. Coombs (2007) noted that this ongoing interac-
tion to develop mutual understanding also doubles as a means of signal 
detection because an organization will become aware of problems more 
quickly when it is engaged in active, continuous dialogue with its stake-
holders. The same mutual understanding helps contribute to an organi-
zation’s reputation and may enhance credibility as well.

Although both mainstream crisis literature and complexity theory 
emphasize mutual interaction between an organization and its audi-
ences, their different attitudes toward infl uence and control cause them 
to view that interaction differently. From the standpoint of traditional 
crisis management, questions of infl uence and control lie at the root 
of trust and legitimacy issues. Organizations do not want their audi-
ences to constrain their ways of doing business; crises are threats in part 
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because they are occasions on which the organization has lost control; 
the organization hopes to gain enough trust from its constituents so that 
it may infl uence them to interpret crises in ways that minimize damage 
to the organization’s legitimacy. 

Unlike this traditional viewpoint, a complexity-based viewpoint 
sees relationships less in terms of “managing communication” than in 
terms of “communication as a tool for negotiating relationships” (Kent 
& Taylor, 2002, p. 23). Botan (1997) referred to the difference between 
the two communication modes as monologic and dialogic. The dialogic 
view sees audience-organization interaction as “a two-way process, sug-
gesting an active receiver involved in the creation of shared meaning” 
(Massey, 2001, p. 156). Although a symmetrical point of view (Dozier
et al., 1995) seeks feedback from audiences and is willing to implement 
organizational change to accommodate audience needs, it is still simi-
lar to systems theory in its focus on soliciting feedback from a discrete 
environment in an effort to respond to external expectations. In contrast, 
dialogue is the product of an ongoing communicative relationship with 
less structure and more left to chance: It is “unrehearsed and spontane-
ous. Dialogic exchanges are not scripted, nor are they predictable. This 
spontaneity emerges in the interaction of participants and their individ-
ual beliefs, values and attitudes. Indeed, it is the presence of an interper-
sonal relationship . . . between participants that facilitates dialogue” (Kent 
& Taylor, 2002, p. 28). Because of its emphasis on interdependencies 
and its view that relationships are mutually defi ned through ongoing 
micro interaction, the dialogic approach is especially compatible with 
the theory of complex adaptive processes. For example, Kent and Taylor 
(2002) also emphasized that there is a temporal dimension to dialogue, 
as it looks beyond the present toward “a continued and shared future for 
all participants” (p. 26). In terms of adaptive systems, dialogue involves 
trust as an emergent phenomenon whose character evolves over time.

In contrast, many mainstream crisis experts envision a symmetrical, 
rather than dialogic, approach to managing stakeholder relationships in 
relation to organizational crises. The symmetrical approach advocates 
the use of regular, two-way communication to help an organization 
determine stakeholders’ expectations. Through such communication, the 
organization can learn what expectations the stakeholders have about 
the organization, and the organization can inform stakeholders about 
how it is meeting those expectations. During that process, stakeholder 
expectations may themselves be shaped to conform better with the orga-
nization’s views, as stakeholders are “convinced that the expectations 
are unrealistic and need to be modifi ed” (Coombs, 2007, p. 60). 

However, if a crisis truly does violate stakeholder expectations, most 
crisis experts suggest some version of the image repair process devel-
oped by Benoit (1997). Using this monologic process, the organization 
determines which message—based on relational history, crisis history, 
and locus of control—can restore legitimacy as quickly and effectively 
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as possible; it attempts to “repair” stakeholder relations in order to rees-
tablish stability and reputational status quo. This monologic approach 
is quite different from the mutual infl uence that occurs within a com-
plex adaptive system, which views legitimacy as a dialogic process, part 
of the overall organization-stakeholder relationship (Massey, 2001). The 
perception of legitimacy originates in the stakeholders themselves and 
cannot be imposed or claimed by organizations; it emerges over time 
from the interaction of multiple, often confl icting, internal and contex-
tual factors.

Indeed, one of the important factors in an organization’s relationship 
with its stakeholders is the infl uence of history. Coombs and Holladay 
(2001) found a correlation between negative relational history and post-
crisis organizational reputation. An organization’s negative reputation 
prior to a crisis shows a “Velcro effect”: “It attracts and snags addi-
tional reputational damage” (p. 335) regardless of efforts to control the 
immediate news event. The objective of building strong stakeholder rela-
tionships is therefore to forge a strong reputation with individuals and 
groups that contributes to the organization’s success and can help it to 
prevent or weather a crisis more effectively. A crisis becomes a single 
incident within the larger context of the organization-stakeholder rela-
tionship over time or of the relational history between them (Coombs, 
2000; Coombs & Holladay, 2001).

From this standpoint, reputation is a sort of bank account into which 
organizations must make regular and consistent deposits in order to 
have “funds” available for withdrawal in case of need (Caponigro, 2000; 
Coombs, 2007; Coombs & Holladay, 2001; Veysey, 2000). Organizations 
with a positive reputation can count on stakeholders discounting bad 
news about the organization—or at least temporarily withholding
judgment—thanks to the positive “account balance” that has accumu-
lated over time. This suspension of judgment holds true even in pre-
venting negative speculation, the uninformed rumor-mongering that 
often occurs immediately following a crisis and before the facts emerge 
(Coombs, 2007). A solid reputation should help protect the organization 
from the worst of such speculation and give it an opportunity to present 
its explanation of the incident.

Like mainstream crisis management, complexity-based thinking also 
emphasizes the relational history and the necessity for an organization 
to constantly build its reputation. However, it places more emphasis on 
the instability of reputation and views the organization’s prediction and 
control abilities as highly imperfect. Within a complex system, a corpo-
rate reputation is not “a static element that can only be infl uenced and 
hence managed through . . . well planned formal communication activi-
ties” (Gotsi & Wilson, 2001, p. 29).  Rather, reputations are “dynamic 
constructs, which infl uence and are infl uenced by all the ways in which 
a company projects its images: its behavior, communication and symbol-
ism” (Gotsi & Wilson, 2001, p. 29). In a complex system, reputation is 
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inherently unstable and only partially controlled by its possessor. Thus 
organizational image making is a shifting, repeated process whereby 
“one image can emerge as strong at one moment in time, and another, 
contrasting image can emerge as dominant at a different moment in 
time because of the multiple and contradictory factors involved” in the 
audience’s processing of organizational traits (Williams & Moffi tt, 1997,
p. 241). From a complex-system standpoint, reputation building becomes 
a shifting, recurrent process whereby an organization and its publics 
negotiate meaning through dynamic exchange; there are multifarious 
infl uences on image and dynamic negotiation over meaning that neither 
sender nor receiver can fully control.

In sum, even before a crisis occurs, complexity theory-based think-
ing presents complementary and, to some extent, corrective differences 
from mainstream crisis planning. First, it emphasizes that relationships 
are never static; all aspects of relationships are dynamic, emergent, and 
developed through dialogue between an organization and its publics. 
Second, it does not assume that an organization has good control over 
its environment, nor does it assume that the organization and its envi-
ronment are defi nably separate so that one side can “operate on” the 
other. Third, it views past history as causing change within an organi-
zation without creating a predictable path for specifi c changes. Fourth, 
it views the goal of crisis management as organizational transformation 
rather than a return to the status quo. These philosophical differences 
between the perspectives of complexity-based thinking and mainstream 
crisis advisors also affect views about issues management.

Environmental Boundaries and Scanning

Clearly, the most acceptable organizational crisis is one that never hap-
pens. Most people agree that crises are best avoided by recognizing the 
warning signs in time to allow the organization to take appropriate action 
(Coombs, 2007; Fearn-Banks, 2007; Gonzalez-Herrero & Pratt, 1995; Kash 
& Darling, 1998; Mitroff et al., 1996). Even when the crisis cannot be 
averted, organizations have a considerable advantage if they know about 
it before their publics hear about it, particularly before media coverage 
begins. In fact, Mitroff and Anagnos (2001, p. 102) claimed that there 
should be no surprises at all, because “all crises send out a repeated 
train of early warning signals,” although these signals can often be 
“weak and fi lled with noise.” Therefore, most crisis management efforts 
begin with issues management and environmental scanning, processes 
that help the organization to sift out genuine signals of crisis from the 
general background noise in which they are embedded.

An organizational issue is “a trend, dilemma, or development that 
affects an organization’s position and performance” (Thomas, Shankster, 
& Mathieu, 1994, p. 1253), and issues management consists of “systematic 
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procedures designed to infl uence the issue’s resolution in a manner 
favorable to the organization” (Coombs, 2007, p. 51). As described in 
mainstream crisis management literature, the process is linear and sys-
tematic, involving three stages: source identifi cation, information gather-
ing, and signal evaluation. 

At the source identifi cation stage, managers decide where to fi nd 
the information that can help in signal detection. Most experts advise 
a highly structured and systematic approach to information gather-
ing, the second stage of signal detection. For example, sources can be 
approached unobtrusively using coded content analysis of items that 
reveal public opinion, such as published or broadcast materials, and 
statistically coded records of customer complaints and worker safety 
violations. These techniques produce quantitative data that can be used 
for measurable comparisons over time. Whatever the source of informa-
tion, many experts emphasize the need to record data systematically. 
Seat-of-the-pants approaches, such as simply reading a variety of trade 
and general interest publications or having a broad network of contacts 
inside and outside the company, industry, and community, are less 
highly regarded than methodically recorded material that can be ana-
lyzed systematically. 

Once sources have been identifi ed in the fi rst stage of signal detec-
tion, and once preliminary information has been gathered on a variety of 
potential crises in the second stage, it is time for the third stage of signal 
detection. That is signal evaluation, or assessing the relative probability 
and presumed impact of each issue. Methods for quantifi ed assessment 
are nearly as numerous as crisis experts themselves. Most suggest mul-
tiplying certain impact and probability ratings—for instance, on a scale 
of 1 to 10—to yield a “crisis coeffi cient” for each crisis type. The result-
ing coeffi cients form the basis for a ranked list of issues and risks that 
should be monitored closely (Barton, 1993; Coombs, 2007; Fearn-Banks, 
2007; Fink, 1986; Regester & Larkin, 2005). 

Perhaps the most systematic treatment of this issues management 
process was described by Mitroff and Anagnos (2001) in terms of a 
metaphorical signal detection machine. Once a signal is picked up, it 
must cross an “intensity threshold” in order to be recognized, and every 
signal detector must be “calibrated” in order to indicate developments 
that clearly belong in the “danger” or “potential danger” region, after 
which “an alarm must go off” (p. 108). The metaphor recalls the feed-
back processes described in chapter 3, in which complex systems can 
be governed by negative feedback in order to maintain stability or by 
positive feedback that encourages pattern breaking and loss of control. 
Envisioning issues management in terms of negative feedback supports 
most crisis experts’ goal of maintaining or restoring the status quo. In 
traditional terms, positive feedback leading to an out-of-control system 
would be the least desired approach because it hastens an organization 
toward crisis.
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In addition to systematic scanning and evaluation techniques, tradi-
tional crisis management also recommends that there should also be sys-
tematic procedures to get the relevant information to those who monitor 
the environment in search of crisis-related signals. Most authors agree 
that it is important to have people assigned specifi cally to crisis moni-
toring, although this may not be their full-time occupation (Caponigro, 
2000; Regester & Larkin, 1997). The importance of this function was 
underscored by Mitroff and Anagnos (2001, p. 109), who noted that “sig-
nals go off all the time in organizations, but because there is no one 
there to recognize them, record them, or attend to them, then for all 
practical reasons the signals are ‘not heard.’ ” This defi ciency was noted 
many years earlier by Henry Kissinger, who observed that: 

after every crisis there surfaces in the press some obscure intel-
ligence report . . . purporting to have predicted it, only to have been 
foolishly ignored by the policymakers. What these claims omit to 
mention is that when warnings become too routine they lose all 
signifi cance; when reports are not called specifi cally to the atten-
tion of the leadership they are lost in bureaucratic background 
noise. (as cited in Lagadec, 1993, p. 62) 

Managers from organizations as diverse as NASA, Enron, and the 
Catholic Church have made similar complaints to explain why they did 
not act sooner to forestall crises. For example, with respect to the deci-
sion processes of NASA management prior to the Challenger disaster, 
Vaughan (1996) remarked that instead of an “irrefutable signal” that the 
shuttle should not fl y, managers received “weak and missing signals 
incapable of altering the scientifi c paradigm supporting the belief in 
acceptable risk” (p. 398). Naturally, after the Challenger disaster, “outsid-
ers perceived that continuing to fl y under the circumstances that existed 
at NASA was deviant; yet as the problem unfolded, insiders saw their 
behavior as acceptable and nondeviant” (p. 406) because they had per-
formed correctly according to the tenets of their homogenous engineer-
ing culture. 

Generally, monitoring responsibilities go to the crisis management team, 
or CMT, consisting of individuals who form the center of a crisis-sensing 
mechanism that stretches across the organization. Despite this wide net-
work, Mitroff and Anagnos (2001) warned that usually “there is at least 
one person in every organization who knows about an impending crisis. 
The problem is that those who often know most about it are the ones 
who have the least power to bring it to the attention of the organization”
(p. 102). After the fact, these knowledgeable employees can appear as 
whistleblowers who suffer discrimination: Roger Boisjoly, an engineer 
at NASA; Sherron Watkins, who warned Enron’s CEO about deceptive 
accounting practices; or FBI agent Sibel Edmonds, who urged superiors 
to arrest 9/11 hijacker Zacarias Moussaoui before the attacks. Therefore, 
most experts advise crisis teams to ferret out these internal sources and 
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also to develop precise defi nitions for signal evaluation so that the evalu-
ation criteria are applied consistently. Finally, the entire signal detection 
system should be tested for accuracy and effectiveness, perhaps by send-
ing control information to be tracked through the system (Coombs, 2007).

As can be seen from this overview, most crisis experts recommend 
a linear, systematized precrisis intelligence gathering process whose 
overriding goal is to diminish ambiguity, uncertainty, and inconsis-
tency while enhancing predictability and control. At its most stark, the 
organization becomes a mechanical system, with the crisis management 
team at the center of a web of information consisting mainly of explicit 
knowledge—quantifi ed, formatted, and rated for importance. 

These techniques have clear value as decision aids that permit manag-
ers from widely different backgrounds to share information. They enable 
the crisis management team to distribute knowledge in the manner of 
Boisot’s (2003) bond traders, “from screen to screen instantaneously and 
on a global scale” (p. 189). Furthermore, the extensive use of codifi cation 
ensures that the necessary tasks of environmental scanning have been 
identifi ed and acknowledged as important. However, as organizations grow 
more accustomed to precrisis monitoring, they may temper their approach 
with the more open-ended perspective of complex adaptive systems.

When considering the topic of environmental scanning, most crisis 
management experts assume clear boundaries between the organization 
and its external environment. However, from a complexity standpoint, 
experience is much more blurred; organization-environment boundar-
ies appear “fl uid, dynamic, and constantly evolving” (Sutcliffe, 2001, 
p. 203). This lack of clear distinctions manifests itself especially with 
stakeholders. For example, employees, customers, and suppliers are gen-
erally also members of the community, and they and their families may 
be part of special-interest groups affected by or involved with the orga-
nization in another capacity. Friends and family members may work for 
competitors, banks, local authorities, regulatory groups, or the media. 
Contractors and temporary employees could be viewed as either internal 
or external stakeholders (Williams & Moffi tt, 1997; see also Cheney & 
Christensen, 2001). Therefore, by making a distinction between internal 
and external, crisis planners run the risk of overlooking multiple stake-
holder roles that may sway both the type of information received and 
how it is interpreted. 

In a larger sense, as well, organizations’ attitudes toward environmen-
tal scanning and information gathering are infl uenced by the degree to 
which they see the environment as either a wholly discrete and objec-
tive entity or as a projection of themselves. How an organization views 
its environment substantially determines both crisis strategy and tactics. 
For example, Daft and Weick (2001) pointed out that:

if an organization assumes that the external environment is 
concrete, that events and processes are hard, measurable, and 
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determinant, then it will play the traditional game to discover the 
“correct” interpretation. The key for this organization is discov-
ery through intelligence gathering, rational analysis, vigilance, and 
accurate measurement. This organization will utilize linear think-
ing and logic and will seek clear data and solutions. (p. 246) 

In terms of crisis management, an organization of this type may put 
most emphasis on step-by-step planning, checklists, prewritten news 
releases, and phone trees.

This linear thinking contrasts with that of an enacting organization, 
which views the external environment as “unanalyzable” and complex. 
An enacting organization may cocreate its external context: “The key is 
to construct, coerce, or enact a reasonable interpretation that makes pre-
vious action sensible and suggests some next steps. . . . The interpretation 
process is more personal, less linear, more ad hoc and improvisational 
than for other organizations” (Daft & Weick, 2001, p. 246). For such an 
organization, the outcome may include “the ability to deal with equivo-
cality . . . to invent an environment and be part of the invention” (Daft 
& Weick, 2001, p. 246). This type of environment has clear affi nities 
with the complex systems described in chapter 3, in which the micro 
interactions between local agents build into macro-scale social patterns, 
through a process of mutual infl uence that gets modulated by other 
agents or attractors along the way. 

Further differences between linear and enacting organizations can 
be seen in their approaches to information. Sutcliffe (2001) examined 
the relationship between information processing and perceived orga-
nizational environments, identifying three key perspectives about the 
environment: objectivist, perceptual/interpretivist, and enactment. The 
objective environment approach sees the world outside the organization 
as consisting of stakeholders and other resources that place discernible 
constraints and demands on the organization. This conceptualization of 
environments as “objective, concrete, external, or tangible” also implies 
that attributes and processes are “hard, measurable, and determinant” 
(Sutcliffe, 2001, p. 200). Such an outlook views environmental infor-
mation as a “thing ‘out there’ to be discovered . . . independent from the 
meanings ascribed by organizational members” (Sutcliffe, 2001, p. 201). 
This certainty-seeking approach characterizes most organizations’ tradi-
tional issues management efforts.

The perceptual approach, or information-processing perspective, 
conceives of the environment as a source of information and focuses 
attention on the processes by which the organization notices, receives, 
and interprets this information. This view maintains the boundary 
between the organization and its environment but does not necessar-
ily assume that information about the environment is accurate. Rather, 
this information-processing approach examines how executives cope 
with uncertainty in the environment and how this uncertainty affects 
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their perceptions. This perceptual approach is seldom considered in cri-
sis communication literature (see Kersten, 2005; Tyler, 2005). However, it 
is an important component when organizations are considered as com-
plex systems operating in exigencies that take them far from established 
norms, where the heuristic power of custom, experience, and training 
can be considerably diluted. For example, the British government found 
itself mired in a quandary refl ecting the perceptual approach when it 
attempted to make decisions about mad cow disease by juggling deci-
sion criteria on risk, disease latency, and economic and political impacts 
with few or no precedents or scientifi c certainties.

The enactment perspective is familiar from chapter 7’s discussion of 
sensemaking, in which organizations help to shape their environments 
and are in turn infl uenced by them. From this perspective, environmen-
tal scanning is the fi rst stage of a process, followed by interpretation and 
learning. The boundaries between these stages are blurred because the 
process involves mutual infl uences among multiple factors and players 
(Daft & Weick, 2001). In addition, the “environment” itself is an ambigu-
ous concept, although it strongly affects behavior within the organization. 
This perspective emphasizes the contingent nature of decision makers’ 
standpoints; enactment allows the social construction of environment 
rather than assuming a constant and objectively given environment. As 
Sutcliffe (2001, p. 201) explained, from this view “decision makers pay 
attention to certain aspects of their environments as a consequence of 
attentional processes,”  which may be biased, inaccurate, or eccentric.

The enactment perspective helps to explain what otherwise appears 
to be an implausible degree of management obliviousness to a crisis 
environment. Although the phenomenon is hardly rare, it fi gured espe-
cially prominently in crises such as the 2001 collapse of Enron or the 
2002 Catholic Church sex abuse scandal in Boston. With regard to the 
Church, commentators expressed amazement and disbelief that the head 
of the Boston Diocese, Cardinal Law, simply moved abusive priests 
around from parish to parish while assuring parishioners that he was 
taking care of the problem. However, Cardinal Law’s failure to act can 
be understood as enacting the worldview of the Catholic Church, which 
had achieved success for centuries through a highly hierarchical culture 
in which cardinals and bishops, like secular senior management, deter-
mined what was true and what mattered, so that other voices, such as 
those of abuse victims, simply were not heard. As Tyler (2005) argued 
with respect to postmodern public relations:

The power elite within the organization usually determine whose 
truths count as true. . . . If the power elite is particularly successful 
at suppressing other truths, those executives within the elite then 
become particularly vulnerable should those truths erupt into public 
attention—in part because the executives’ very success at suppres-
sion means that they are probably unacquainted with the suppressed 
stories within and about their own organization. (p. 568)
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Reacting to “an increasingly secular and aggressive media culture” 
(Maier, 2005, p. 222), Law’s hierarchical and authoritarian worldview 
exerted control by repressing unpleasant facts both within its own ranks 
and in the public domain.  

These different approaches to the crisis environment are important 
because they shape the kinds of advance warning an organization per-
ceives. For example, Sutcliffe (2001) urged the same distinction between 
signal detection and signal interpretation identifi ed by Coombs (2007), 
but she argued that “scanning” as a coordinated and proactive effort 
is rare. Although formalized scanning structures operate in some orga-
nizations and are prescribed by most crisis management and issues 
management authorities, the information environment necessarily fi lters 
the kinds of material that may be actively sought. Sutcliffe, therefore, 
preferred the term noticing to describe how managers become aware of 
certain environmental factors—a process that is formal or informal, vol-
untary or involuntary, tactical or strategic. Similarly, an issues manager 
interviewed by Thomsen (1995) described a process of “getting into the 
market”: “I’m sure it is the same kind of process that advertisers look to 
when they run a Chevrolet commercial. They’re aiming that commer-
cial to someone who is in the market for a car. They don’t know who 
that is. But I fi nd that when I’m in the market for something, suddenly 
I’m just magically aware of all of the commercials that have to do with 
that. . . . Your attention is automatically drawn to them” (p. 109).

In addition to perceptual fi lters, signal detection may be swayed by a 
characteristic of complex systems: Knowledge is local, so that any single 
element in the system cannot have knowledge of the entire system as a 
whole. If knowledge and information fl ow freely and effectively within 
the organization, this problem of partial vision may diminish some-
what. Nonetheless, context will always be represented incompletely so 
that managers must cultivate their ability to make decisions based on 
incomplete information, while being able to grasp the potential range 
of outcomes and understand long-term consequences of actions (Dörner, 
1996). Indeed, as described in chapter 5, one of the essential components 
of expertise is the ability to distinguish key features of the landscape. 
A comparable illustration of the expert’s ability to extract key features 
appears in the Sherlock Holmes story, “Silver Blaze” (Conan Doyle, 1894). 
Holmes solved that mystery by noticing that the family dog did not bark 
to signal the presence of an intruder, and therefore he deduced that the 
culprit was someone known to the dog. Like Sherlock Holmes, organi-
zational experts will notice features that nonexperts will not, including 
elements that are missing (Klein, 1998). In this way, local knowledge 
may fi ll in for holistic, detailed, or proven knowledge about a troubling 
situation.

Smallman and Weir (1999) noted the importance of expert hunches in 
detecting incipient crisis situations, defi ning them as “shorthand for a 
complex and inter-related set of judgments about a multiplicity of factors; 
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none of them is perhaps individually signifi cant but taken together jus-
tify a cautious view that something is wrong” (p. 37). In the wake of 9/11 
it was learned that the hijackers had not bought return tickets; since 
then an airline clerk might consider a passenger’s request for a one-way 
ticket as a warning signal. However, most organizations, like the 9/11 
airline clerks, fi gure out the signifi cance of something missing only after 
the fact. If crisis signal detection were simply a matter of knowing what 
to look for, then it would be possible to prepare an explicit procedure 
to guide information-gathering efforts. But knowing to look for what is 
not there involves highly complex processes and encompasses too vast a 
range of possibilities for experts themselves to master, or even to explain 
fully how they read a situation so others can be trained.

Attempts to render explicit these complex ways of understanding 
have achieved only limited success, and this shortfall has led to “radi-
cal uncertainty” because fi rms “do not, they cannot, know what they 
need to know” (Tsoukas, 2005, p. 110). The same radical uncertainty is 
one of the identifying features of being in a crisis; it was described by 
Hayek (1945) more than half a century ago: “Which of the events which 
happen beyond the horizon of his immediate knowledge are of relevance 
to his immediate decision, and how much of them need he know? There 
is hardly anything that happens anywhere in the world that might not 
have an effect on the decision he ought to make” (p. 525). Given these 
dramatically multiplicative possibilities, it is not surprising that fi rms 
have sought to codify and simplify information-gathering procedures in 
order to bring information to heel—nor that these procedures have not 
worked to everyone’s satisfaction.

Planning and Decision Making

One reason for the defi ciencies of environmental scanning is that the 
systematic discovery process recommended in crisis planning presumes 
rational decision-making skills. It requires that organizations make 
advance decisions about where to look for information and what sort of 
information to look for. This prescription assumes that important phe-
nomena may be defi ned before the specifi c decision problem has arisen. 
Essentially, it asks organizations to assign meaning and value to infor-
mation a priori and to make strategic decisions on this basis. This pro-
cess usually works well for some types of high-probability crises such 
as communications about hurricanes or other natural events (despite its 
failure in the South Asian tsunami of December 2004). 

However, organizations are not as well served by these rationalist 
assumptions when the situation involves low-probability, high-conse-
quence events such as mad cow disease, 9/11, or the Challenger tragedy. 
The same might be said for crises with decentered and uncertain points 
of origin, such as the spinach E. coli outbreak or pet food contamination. 
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It is a complicated task for an organization involved in such a diffused 
crisis situation to identify reliable sources of information, track issue 
processes, and monitor stakeholder reactions. As Weick (2001) noted, 
“The complaint is not that rationality is ill-conceived but, rather, that 
the conditions under which it works best are relatively rare in organiza-
tions” (p. 34). More typical are the feelings evoked by crisis that Millar 
and Beck (2004) described: “Imagine yourself at a dead end on a country 
road where you can only turn left or right and you do not know whether 
either path will get you back on the desired direction. You are in an equiv-
ocal situation, at a turning-point that evokes dis-ease [sic]—uneasiness,
anxiety, discomfort, and confusion” (p. 153). 

The role of senior executives is often characterized as that of provid-
ing meaningful interpretations to guide the organization’s overall direc-
tion (Daft & Weick, 2001; Haeckel, 1999; Thomas et al., 1993). Issues 
themselves are complex, emergent, and broad, meaning that they are also 
ill structured and open to a range of interpretations. Therefore, “strategic 
issues are not ‘prepackaged’; rather, decision makers identify and formu-
late them by selectively attending to some aspects of their environment 
while ignoring others” (Thomas et al., 1994, p. 1253). At the simplest level, 
this behavior means that two organizations may act in radically different 
ways in response to the same information, based on varying interpre-
tations and other factors affecting the decision (Sutcliffe, 2001; Thomas
et al., 1993). Therefore, the provision of consistent information is no guar-
antee of consistent decision making at the other end of the process. 

Rather than looking for ways to overcome this multiplicity, execu-
tives may use it to their advantage. For example, in addition to using the 
expert’s pattern-seeking mode of knowledge, executives in highly success-
ful fi rms frequently update their mental models (D’Aveni & Macmillan, 
1990; Sutcliffe, 2001). In some studies, this characteristic correlates neg-
atively with systematic scanning and planning functions and instead 
functions as trial-and-error action (Sutcliffe, 2001; Thomas et al., 1993). 
In other words, formalized strategic planning and information-gathering 
systems may produce executives who are less aware of the current state 
of affairs compared with those who engage in active sensemaking: scan-
ning through informal processes, interpretation, and action. This evi-
dence is also supported by the view of knowledge advanced in chapter 5: 
Knowledge must be enacted in order to become “knowing,” which leads 
to genuine learning. Therefore, although no one would suggest the aban-
donment of issues management methods, it would be equally impractical 
to limit organizational learning to highly circumscribed signal detection 
procedures. 

Plan Dependency

Another disadvantage of the standard information-gathering approaches is 
a limited horizon for interpreting that information. Crisis planning—with 
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its scores, decision trees, and procedural notebooks—encourages crisis 
managers to select important features, decide on a course of action, and 
then adhere to the plan. This prescription is a useful way to help manag-
ers preserve a clear view of their goals amid the “fog of war,” the con-
fusion about information, analysis, and choices that descends during a 
crisis. However, it does not necessarily encourage the crisis management 
team to remain open to feedback and adjust plans rapidly as needed. 

More conceptually, the importance of fl exibility was demonstrated in 
a computer simulation game used by Dörner (1996) to study management 
decision making. Participants were placed in charge of an imaginary 
African country named Tanaland and could take any measures they 
deemed desirable and necessary to ensure its well-being. Their range of 
powers was virtually unlimited, from enacting legislation to introduc-
ing new technologies or infrastructures. Participants had six sessions in 
the game, during which they were given any information they needed 
and could make all the decisions they wished. Dörner found that most 
participants failed to consider the interrelated consequences of their 
actions—for instance, that improving medical care and agricultural 
practices would lead not only to a healthier, longer-lived population but 
also to increased birth rates and resource consumption levels. Most were 
surprised when famine set in a few years after the improvements were 
implemented.

Such reasoning errors among top managers often resulted from exces-
sive planning up front, coupled with insuffi cient adjustment to changing 
circumstances over time. Early on, most players gave considerable time 
to devising strategies and planning how to solve the country’s various 
problems. However, they spent later sessions almost exclusively carrying 
out those early plans. Despite the availability of feedback, participants 
showed less interest in gathering and reviewing information during 
subsequent sessions and preferred instead to focus on implementing 
planned actions. Furthermore, as the situation progressively worsened, 
participants suffered from “learned helplessness” (Karniol & Ross, 1996; 
Sitkin & Weingart, 1995) and grew apathetic in their responses. The 
consequences were generally catastrophic. As shown in table 9.1, these 

Table 9.1. Decision-Making Errors in Complex Circumstances 
Encountered by Dörner (1996)

Taking action without understanding the current situation• 
Failing to take complexity into consideration (ignoring potential side • 
effects and long-term outcomes)
Basing assessments of success on the absence of immediately apparent • 
negative outcomes
Becoming sidetracked by “pet projects” instead of paying attention to • 
emerging needs and changes in the situation
Becoming cynical and apathetic as negative outcomes emerged• 
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managers primarily displayed an orientation toward immediate results 
and an inability to move beyond original plans. Dörner (1996) argued 
that these behavioral fl aws characterize real-world decision makers.

A similar experiment found that good decision makers—those who 
successfully improved Dörner’s (1996) simulated environment—made 
more decisions than their less successful colleagues; they also viewed 
their decisions as hypotheses to be tested rather than fi nal conclusions. 
This attitude comes close to that of enacting organizations, which engage 
in a signifi cant amount of experimentation as a means of making sense 
of and shaping a complex and unpredictable environment (Daft & Weick, 
2001). In contrast, Dörner observed that the unsuccessful participants 
took the opposite approach: “For them, to propose a hypothesis was to 
understand reality; testing that hypothesis was unnecessary. Instead of 
generating hypotheses, they generated ‘truths’ ” (1996, pp. 23–24).

Good decision makers were also more interested in mastering not 
just facts but also the causal links within their simulated world, lead-
ing them to ask more “why?” questions. This attitude extended to their 
own behavior, as well, rendering them signifi cantly more refl exive and 
open to considering alternatives. As a result, the decisions made by suc-
cessful participants also showed a high degree of innovation overall, 
indicating that they were not infl exibly committed to any particular 
course of action but willing to make decisions in a wide range of areas, 
even in contrasting directions within the same area if the situation war-
ranted it. Tests showed that the discriminating factor between success-
ful and unsuccessful decision makers was a tolerance for ambiguity. The 
poor decision makers avoided diffi cult problems and self-refl ection and 
instead showed “a tendency to seek refuge in certainty and security” 
(Dörner, 1996, p. 28). It appears, then, that decisional open-endedness 
and the ability to change course in midstream can be important attri-
butes in good crisis management.

Structural Inertia as a Barrier to Managing Issues

Sometimes people become aware of situations that require attention, 
but in a highly proceduralized environment they may not know what 
action to take in consequence. For example, Mitroff and Anagnos (2001) 
observed that “if a signal does not relate to any of the daily, standard 
operating procedures of an organization, then even though it may be 
loud enough to be observed by many people, they may not know what 
to do about it. If it falls outside of the repertoire of known or expected 
behaviors, then people are at a loss what to do” (p. 110). Like many crisis 
experts, they recommended better procedures that more clearly specifi ed 
“to what potential problem a signal might relate, and further, if a signal 
is noted, what is to be done about it” (p. 110). However, such an overde-
termined approach may be counterproductive, as it limits fl exibility and 
fosters structural inertia.
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Structural inertia refers to the tendency of organizations to proce-
duralize interaction, thereby making them less responsive on an every-
day basis and decreasing their ability to maintain long-term legitimacy 
(Massey, 2001). In particular, behaviors that generate initial success 
encourage inertia in the longer term. As a result, organizations “run 
the risk of embedding false assumptions within their decision making. 
This becomes part of the organization’s core paradigm and is, therefore, 
diffi cult to change,” inhibiting effective learning (Elliott et al., 2000, 
p. 21). At its most extreme, the routinization of false assumptions and 
worthless procedures also characterizes superstitious learning, and the 
drive to proceduralize may also become a factor in probabilistic igno-
rance. As seen in chapter 5, such a syndrome inhibits the development 
of nonlinear thinking skills while encouraging escalating commitment 
to false premises (Harvey et al., 2001). Hence Weick (1995) advocated an 
interpersonal approach to scanning because it “facilitates perception of 
complex events and the invention of innovations to manage the com-
plexity” (p. 73). Gathering information through face-to-face interaction 
with people who come into direct contact with a variety of stakeholders 
and real or potential issues provides a number of contextual cues, offers 
greater fl exibility in terms of information format and dialogic exchange, 
and can both strengthen and expand social ties within and beyond the 
organization. In contrast, when interactions are mediated by paperwork 
and computers, “relatively mindless routines” ensue; “control drives out 
innovation, organization becomes synonymous with control, and generic 
subjectivity becomes sealed off from any chance for reframing, learning, 
or comprehension of that which seems incomprehensible” (Weick, 1995, 
p. 73).

Thus overzealous efforts to systematize information gathering may 
work against crisis effectiveness in several ways. First, they intensify 
organizational members’ reliance on formalized procedures and can 
thereby desensitize people to factors not covered by the guidelines. In 
turn, that desensitization diminishes the capacities to learn fast and to 
think on one’s feet that are essential to crisis response. 

Heuristic Errors: The Fallacy of Centrality

Overreliance on rules and routines may also damage issues management 
efforts by contributing to the fallacy of centrality. This heuristic error 
occurs when people, especially those in positions of power, overestimate 
the likelihood that they would surely know about a given phenomenon 
if it actually were taking place (Weick, 1995). The more tightly coupled 
a network is, the more likely the fallacy of centrality becomes, as peo-
ple lose sight of nonhabitual information and unaccustomed points of 
view. The fallacy of centrality is particularly encouraged by heavy use 
of advanced technology, as the responsibility for fi nding and retrieving 
information gets delegated to the system. In fact, the more advanced the 
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technology is, the more credibility it is assumed to have, so that people 
mistrust information that does not come through it. Thus, paradoxi-
cally, “the better the information system, the less sensitive it is to novel 
events” (Weick, 1995, p. 3). 

If unrestrained, the fallacy of centrality can actually contribute to lack 
of vigilance. When everyone believes that information fl ows freely and 
effi ciently, people are less likely to pay close attention to their surround-
ings, assuming that anything important has already been discovered. 
Crises such as 9/11 show the danger of such unvigilant overconfi dence. 
Among contributing factors to that tragedy, the 9/11 Commission named 
government agencies’ “tendency to match capabilities to mission by defi n-
ing away the hardest part of their job. They are often passive, accepting 
what are viewed as givens, including that efforts to identify and fi x glar-
ing vulnerabilities to dangerous threats would be too costly, too con-
troversial, or too disruptive” (National Commission on Terrorist Attacks 
upon the United States, 2004, p. 352). Thus the fallacy of centrality is 
one further way in which rules and procedures meant to streamline an 
organization’s precrisis scanning actually render it less agile and less 
perceptive. 

In sum, before a crisis, the two most important areas are relationships 
with constituencies and issues tracking. Within those areas, most cri-
sis literature emphasizes the importance of maintaining organizational 
legitimacy in the eyes of audiences by cultivating trust and a good repu-
tation. One way in which relationships can be stabilized at a positive 
phase is by identifying and dealing with emergent issues before they 
become crises. Most crisis literature recommends that these priorities 
can be managed using highly systematized techniques. Complexity and 
learning theories also put an emphasis on relationships. However, they 
give more primacy to unintended or uncontrollable factors in relation-
ships, to the history of relationships as a whole, and to the ways in 
which entities in a relationship both affect what the other entity does 
and are shaped by it in return. 

These differences in worldview also affect managers’ views about the 
goals of crisis planning. For most crisis experts, the main goal is avert-
ing a crisis altogether—or, if a crisis does occur, restoring the organiza-
tion’s control as soon as possible and reverting to the status quo or to 
an improved form of status quo. In contrast, complexity theory views 
stability as transient, perhaps unattainable. In other words, crises will 
occur, and they present opportunities for organizational transformation 
rather than reversion to a prior state. Similar concerns and discrepan-
cies characterize how each worldview approaches managers’ behavior 
during a crisis.
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Adapting to a Complex World

Challenging Assumptions During a Crisis

When crisis hits, an organization’s two most important assets are its 
team of leaders and its preparation for the crisis. Neither emerges on the 
scene fully prepared; the question then becomes how to make both lead-
ers and groundwork most useful. In the preceding chapter, we looked 
at the early warning systems that many organizations put in place. We 
saw that mainstream crisis planners favor formalized and systematic 
forms of information gathering and data analysis, whereas a complex-
ity approach favors pattern recognition and expert intuition. Like the 
previous chapter, this chapter adopts two perspectives to examine major 
assumptions about developing teams and carrying out crisis plans. It 
looks fi rst at assumptions made by mainstream crisis management and 
then at how those assumptions are modifi ed and extended by theories of 
complexity and organizational learning.

Assumptions About Teamwork

Traditionally, crisis plans are the product of two components. First, the 
content comes from a vast body of information collected in the signal 
detection stage, and, second, the supervising intelligence comes from 
a crisis management team drawn from across the organization. Most 
experts recommend group management as opposed to assigning all 
responsibilities to a single crisis management leader because effective 
teams usually produce more positive outcomes than the aggregate of 
individual members acting on their own (Pearson & Clair, 1998).

The crisis management team (CMT) is therefore the nerve center 
of the crisis management process. Because of that central role, crisis 
experts often detail the individual and group skills that CMT members 
should possess. In the discussion that follows, we rely most heavily on 
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the recommendations by Coombs (2007), who devotes more attention to 
CMT attributes than most other experts do.

First, and foremost among these qualities, is the ability to work as part 
of a group toward shared goals. Second, in order to carry out the crisis 
management plan, CMT members need both functional knowledge and 
the ability to deal effectively with the pressure and ambiguity inherent 
in crisis situations. Third, in order to handle unforeseen circumstances, 
CMT members must be able to understand critical decision making, 
especially how to analyze problems, evaluate alternatives, and balance 
the positive and negative aspects of alternatives. Fourth, they need good 
listening skills. Together, these qualities add up to what Coombs (2007) 
termed “vigilance,” a form of critical thinking that combines knowledge, 
skills, and personal traits. Although CMT members should have the nec-
essary inherent traits, the knowledge and skills involved in crisis man-
agement can also be honed through practice and training.

A group that masters all these qualities is very rare. For that reason, it 
can be useful to temper aspirations for team composition with more lim-
ited views of group behavior and organizational learning that account 
for bounded rationality, blind spots, and faulty heuristics. As Coombs 
(1999) pointed out, “any Dilbert cartoon will remind us that the organi-
zational world does not run on pure logic” (p. 94).

Coombs (2007) addressed fi ve interpretation problems that he believed 
crisis managers should be aware of: serial reproduction errors, the MUM 
effect, message overload, information acquisition bias, and group decision-
making errors. Serial reproduction errors are the distortions that occur 
when information is handled by numerous people, as in the children’s 
game “telephone.” The MUM effect is the tendency people in organiza-
tions have to withhold or improve negative information, generally to 
protect themselves or others. Message overload is a serious problem for 
crisis teams attempting to make sense of a mountain of data and extract 
relevant information.

Information acquisition biases constitute more elaborate issues, as they 
refer to cognitive tricks the mind may play on crisis managers. Mainly 
these tricks take the form of selective perception, fi ltering out infor-
mation that does not meet preconceived ideas. For crisis management, 
Coombs (2007) defi ned the main risk as focusing only on information that 
confi rms a crisis manager’s initial impression of the situation. As we saw 
earlier with Dörner’s (1996) Tanaland simulation, such a commitment to 
original conceptions stifl es necessary adjustments later on. Perhaps more 
dangerously, managers may rely too heavily on experience with a past 
crisis that resembled the present one in some way. If the fi t is poor, the 
CMT will apply “the wrong template” and attempt to manage “the wrong 
crisis” (Coombs, 2007, p. 118). Finally, Coombs (2007) warned that groups 
may be prone to errors when making decisions related to a crisis. This 
syndrome may arise from either a group form of selective perception or 
failure to exercise critical thinking in examining alternative solutions.
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The need for a formalized set of procedures—a crisis management 
plan—is one point on which virtually all crisis experts agree. They give 
many reasons for preparing such a plan. First, it improves response times 
after a crisis breaks by collecting information in advance, assigning task 
responsibilities, and identifying priorities (Coombs, 2007; Dyer, 1995; 
Fearn-Banks, 2007; Kash & Darling, 1998; Ramée, 1987). Second, a plan 
ensures an effi cient and effective response by allowing CMTs to develop 
strategies and make decisions without the time pressure and stress of an 
actual crisis situation (Coombs, 1999; Fearn-Banks, 2007; Kash & Darling, 
1998). Finally, a plan allows an organization to take proactive control of 
the crisis situation rather than being forced to passively react to events 
as they occur (Coombs, 2007; Kash & Darling, 1998).

For all these reasons, crisis plans have traditionally formed the cen-
terpiece of crisis management as presented by scholars and practitioners. 
However, complexity and learning theories suggest that diffi culties may 
be hidden in this ostensibly smooth script for success. In fact, the crisis 
plan itself raises concerns about the hazards of overdetermination, even 
as it provides the security that most eventualities have been foreseen 
and appropriate strategies devised. In addition, irrationality, faulty heu-
ristics, and blind spots may render a crisis management group less than 
effective when it designs its plan in the fi rst place.

Planning and the Rational Actor

One problem with traditional crisis planning is that CMTs rarely possess 
all the necessary information. From this perspective, Hayek (1945) took 
issue with the assumption that planners and decision makers are always 
in possession of a complete and reliable set of facts. Rather, he argued 
that “there is something fundamentally wrong with an approach which 
habitually disregards an essential part of the phenomena with which 
we have to deal: the unavoidable imperfection of man’s knowledge and 
the consequent need for a process by which knowledge is constantly 
communicated and acquired” (p. 530). If planning is “the complex of 
interrelated decisions about the allocation of our available resources” 
(Hayek, 1945, p. 520), then such planning must be based on the knowl-
edge available, which is necessarily limited. As we discussed in chapter 
5, knowledge is locally situated, and organizational actors have access 
only to contextually constrained and fi ltered information.

In addition, there is no way to judge the effects of this limited knowl-
edge on the planning process. Hayek (1945) particularly disagreed with 
the more extreme forms of rationality, stating that “much of mathemati-
cal economics with its simultaneous equations, which in effect starts 
from the assumption that people’s knowledge corresponds with the 
objective facts of the situation, systematically leaves out what it is our 
main task to explain” (p. 530). Thus the impoverishment of content that 
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comes with reduction of knowledge to models and quantifi able variables 
can actually exacerbate a crisis. For example, engineering models that 
predicted that New Orleans levees would hold through a category 3 hur-
ricane failed to consider the devastating fl ooding brought by 2005’s cat-
egory 4 storm, Hurricane Katrina.

Another miscalculation related to reductionism started a controversy 
that emerged from the federal government’s attempt to help homeless 
people by donating wool blankets to shelters. In 1992, after donations 
to some 2,000 shelters, it came to light that the blankets were treated 
with small amounts of DDT, a pesticide widely used to suppress moths 
in military cloth. Although DDT was banned in 1972, when the U.S. 
Environmental Protection Agency found that it could cause cancer, mil-
itary experts considered homeless people’s immediate risk of freezing 
to death to be far more serious than the infi nitesimal risk of eventual 
DDT-incited illness. Therefore, the ensuing public outcry took govern-
ment decision makers by surprise (“Discard tainted blankets,” 1992). The 
experts’ view of DDT’s “negligible risk” based on reliable mathemati-
cal models held no more persuasive power with the homeless than the 
British government’s assurances about the negligible risk of contracting 
mad cow disease in 1996. Instead, the well-meaning gesture caused shel-
ter operators to “wonder how the government could dump illegal car-
cinogenic material on society’s most vulnerable population” (“Blankets 
with DDT spur outcry,” 1992, p. A27). Amid analogies to prior practices, 
such as giving native populations smallpox-infested blankets, the mili-
tary found it necessary to hold news conferences, to establish a toll-free 
number for advice on disposing of the blankets, and to assure the public 
that the blankets had not been given to disaster survivors elsewhere. 
What had appeared to be fl awless planning and a win-win situation was 
sunk by the assumption that knowledge about statistical risk would pre-
vail with the public as it had with the scientists.

What appears to be a fl awless crisis management plan can also fail 
once it confronts a fl awed reality unless it has clear, positive goals. As 
discussed earlier, classic analytical decision making and planning mod-
els involve setting goals, deciding on courses of action, taking action, 
reviewing feedback, and making corrective adjustments. However, cri-
sis situations often pose an obstacle to this model, as the primary aim 
in managing them is less to attain a certain objective than to avoid 
undesirable consequences—that is, not to have a crisis in the fi rst place. 
This is known as a negative goal. Negative goals tend to be vague, based 
mainly on the realization that things cannot remain as they stand, and 
therefore they often create problems up front in designing a strategy. As 
Dörner observed, “a ‘nonstove’ or ‘nonchair’ is more diffi cult to defi ne 
than a ‘stove’ or ‘chair’ ” (1996, p. 50). Returning to a noncrisis time of 
status quo—the goal of most crisis planning—can be nearly as diffi cult 
as defi ning as a “nonstove,” as crises tend to radically and permanently 
transform an organization’s status in the world. Furthermore, lack of 
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clear, positive goals also complicates evaluation, because crises nor-
mally do not yield “a criterion by which we can decide with certainty 
whether the goal has been achieved” (Dörner, 1996, p. 50). In addition, 
crisis goals are often multiple: Resolving a crisis may mean having to 
satisfy various stakeholders, to take corrective action, to limit negative 
media coverage, and so on—a complex brew of objectives that makes 
evaluation hard.

The variables involved in a crisis situation may also be linked in 
a variety of complex ways that become apparent only as the situation 
unfolds—or even long after the crisis appears to be over. This prob-
lem surfaces most readily with respect to unforeseen vagaries of public 
opinion, as shown by the U.S. government’s problem with distributing 
DDT-impregnated blankets to homeless shelters. Crisis plans seldom 
deal with these unanticipated or unintended consequences, but it is not 
unusual for such unforeseen problems to surface. In the case of the mili-
tary blankets, the government had anticipated neither the association 
with smallpox-infested blankets given to Native Americans nor public 
resistance to statistical risk projections. This combination of incomplete 
information, confl icting goals, and unintended consequences consider-
ably complicates a traditional crisis plan. Instead, crisis planners are 
faced with the need to develop procedures to meet complex multiple, 
unclear, negative goals in relation to an event that has not yet occurred. 
Seen in this light, planning is primarily an attempt to reduce ambiguity 
and assert control. By reducing the uncertainty of the circumstances to 
a set of rules and steps, the perceived risk is decreased, and the world 
appears more controllable (Dörner, 1996).

When planners face complex and shifting threats, many assume that 
even an incomplete plan is better than no plan at all. The reason is 
not that the plan contents are useful in themselves. In fact, “it is the 
refl ective glance, not the plan per se, that permits [crisis response] to be 
accomplished in an orderly way” (Holder, 2004, p. 52). Indeed, in some 
cases, “actions guided by highly complex plans may undermine the ulti-
mate communicative effectiveness of those who use them” (Berger, 1997, 
p. 42). Most authors acknowledge that a plan cannot be expected to cover 
all situations. Penrose (2000), for instance, refl ected on the complexity 
of organizations and their environments and observed that “the infi nite 
number of possible crisis scenarios has prevented the adoption or imple-
mentation of a universally accepted planning strategy. Indeed, there are 
times when a plan may not be as relevant to a crisis as planners might 
have envisioned” (p. 157). Similarly, Marra (1998) concluded that having 
a crisis plan is a “poor predictor of excellent crisis communications,” as 
fi eld research demonstrates a low correlation between the presence of 
a crisis plan and successful crisis management. He argued instead that 
an organization’s culture ranks among the most reliable variables that 
predict crisis outcomes, concluding that “crisis communication plans 
simply aren’t as valuable as many practitioners believe” (p. 471).
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Despite these shortcomings of planning, the process is too deeply 
embedded in many organizational cultures to curtail its use. Hence 
Weick (1995) observed with regard to strategic planning: “Managers 
keep forgetting that it is what they do, not what they plan, that explains 
their success. They keep giving credit to the wrong thing—namely, the 
plan—and having made this error, they then spend more time planning 
and less time acting. They are astonished when more planning improves 
nothing” (p. 55).

Threat Rigidity

In certain respects, a little planning may be a dangerous thing—that is, 
the crisis planning process may mask dysfunctional aspects of organi-
zational culture or even cause managers to make less good decisions. 
Kersten (2005) warned, “we still think that rational crisis training, crisis 
preparedness, and a good plan will save us. What needs to be acknowl-
edged is that ‘irrationality’ may not be random, incidental, or even cor-
rectable but could be systemic” (p. 546). This sense of complacency can 
be further reinforced if organizations overcome various problems with 
minimal preparation. Such a pattern can create a “comfort zone, leading 
executives and managers to lose any fears of problems and to become 
(over)confi dent of their own actions and decisions” (Pearson & Clair, 
1998, p. 70). As we saw earlier, that description characterizes such orga-
nizations as the pre-Challenger NASA, which had for years pushed the 
limits of technological fl aws until its management began to believe they 
were impervious to errors and unknowns. Corporations such as Enron 
and Parmalat also partially owe their ultimate fi nancial collapse to over-
confi dent executives whose repeated risk-taking behavior reinforced a 
false sense of invulnerability.

Despite this evidence that crisis plans may inhibit effectiveness, few 
crisis experts question the need for a plan. More typically, experts value 
plans for their heuristic and training merits, not as step-by-step instruc-
tions for behavior. In fact, the sheer number of intervening variables in any 
real-world crisis makes it diffi cult to determine the extent to which a cri-
sis plan was responsible for a successful crisis outcome. Many researchers 
recognize this fact and include warnings about the need for crisis teams 
to remain fl exible. For example, Pearson and Clair (1998, p. 70) cautioned 
that “no matter how many preparations an organization makes, victims’ 
and other organizational stakeholders’ responses to crisis will involve 
individual and collective cognitive, emotional, and behavioral reactions.” 
Therefore, organizations must “develop ad hoc responses in the face of 
unexpected occurrences. These reactions, both expected and unexpected 
and planned and ad hoc, will most directly infl uence the degree of suc-
cess and failure outcomes” (Pearson & Clair, 1998, p. 70).

Regardless of these warnings, evidence suggests that crisis plans may 
encourage infl exibility in management. As Dörner (1996) noted, “If we 
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expect the unexpected, we are better equipped to cope with it than if 
we lay extensive plans and believe that we have eliminated the unex-
pected” (p. 165). Yet many executives believe the opposite, according cri-
sis plans a nearly talismanic value. For example, one Nestlé executive 
advocated crisis planning because “a series of checklists or a template 
can help a company go into auto-pilot . . . communicating proper informa-
tion to internal and external audiences, including government authori-
ties, company executives, brokers, employees and consumers” (Thayer, 
1998, p. 12). This approach does not describe fl exible reactions to the 
fl uidly changing circumstances that characterize most crises.

Studies of threat-rigidity responses also suggest that meticulous plan-
ning may be counterproductive. Numerous researchers have noted orga-
nizations’ tendency to react to a threat by adopting a defensive pose, 
causing them to self-limit information-gathering and processing capacity 
and narrow their decision options as a means of reducing uncertainty 
(Barnett & Pratt, 2000; D’Aveni & Macmillan, 1990; Penrose, 2000). If an 
organization has limited its options a priori by specifying a fi xed set of 
procedures, it may fail to absorb information or to consider decisions 
that fall outside this predetermined range of options (Pfeffer & Sutton, 
1999). Managers who prefer to allow the company to “go into auto-pilot” 
(Thayer, 1998) willingly adopt this mind-set as a means to reduce con-
fusing stimuli.

Institutionalization

One form that managerial rigidity may take is described by institutional 
theory. This approach to organizational behavior stands in contrast to 
other styles that focus on effi ciency, rational actors, and adaptation to 
defi nable environmental conditions. Rather, institutional theory posits 
that organizations participate in the construction of the same environ-
ment in which they operate. Institutionalization is generally refl ected 
in the formal and accepted (including unspoken and taken-for-granted) 
structures of an organization, which develop and change over time as a 
result of recursive everyday interaction.

However, institutionalized processes tend to favor stasis over change. 
Although some natural variation occurs as habitual actions are repeated, 
institutions gradually come to represent real or perceived constraints 
on behavioral alternatives for members of the organization (Barley & 
Tolbert, 1997; Stacey et al., 2000). Thus institutions evolve into “socially 
constructed templates for action”; through repeated interactions, cer-
tain “patterned relations and actions . . . gradually acquire the moral and 
ontological status of taken-for-granted facts which, in turn, shape future 
interactions and negotiations” (Barley & Tolbert, 1997, p. 94). For the 
most part, individuals’ ability to infl uence institutions requires a refl ex-
ive attitude—a willingness to engage in double-loop learning that is rare 
in organizations. More typical is the move toward institutionalization 
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described by Burke (2000): “It is virtually inevitable that institutions 
will sooner or later congeal and become obstacles to further innovation. 
They become the seats of vested interests, populated by groups who have 
invested in the system and fear to lose their intellectual capital” (p. 51).

Once institutionalization has taken hold, infl exible attitudes often 
make an organization more crisis-prone than it had been in an ear-
lier, more fl exible state. In this connection, Wicks (2001) referenced the 
“three pillars of institutions”: regulative (power/coercion), normative 
(social), and cognitive (individual). These three mainstays may be pres-
ent in varying degrees in a given context; his research found them all 
to have contributed signifi cantly to the 1992 Westray mine crisis. As a 
result of the punitive institutionalized rules and culture of the Westray 
mine in Nova Scotia, management grew neglectful of miner safety and 
denied workers even the most basic comforts, focusing solely on output 
productivity. Evidence of these factors can be found in incidents such as 
the 5-hour power outage that shut down equipment designed to pump 
out poisonous methane gas and ensure adequate air circulation under-
ground; miners were ordered to continue working regardless. After the 
power was fi nally restored, “the men were groggy and disoriented from 
breathing the foul air” (Wicks, 2001, p. 671). No lavatories were provided 
in the lower levels of the mines, and those who ventured to complain 
were ridiculed and even sanctioned. The cumulative interaction effects 
of abusive power, disregard for safety, and a culture of helplessness 
eventually culminated in an explosion that killed 26 men.

Similarly, Weick (2001) found that institutionalized attitudes at Union 
Carbide set in motion the neglect that led to the tragedy at Bhopal: “A 
plant perceived as unimportant proceeds to act out, through turnover, 
sloppy procedures, inattention to details, and lower standards, the proph-
ecy implied in top management’s expectations. A vicious circle is cre-
ated and conditions become increasingly dangerous. . . . Susceptibility to 
crisis varies as a function of top management assumptions about which 
units are important” (p. 232).

In addition to creating the conditions that may breed crises, insti-
tutionalization also inhibits double-loop learning, the mode of thought 
that stimulates profound change by bringing to light buried assump-
tions and increasing the learner’s self-awareness. In contrast, by its 
very nature institutionalization renders procedures and assumptions 
invisible: “By creating taken-for-granted expectations about appropri-
ate behavior, institutions often avoid direct scrutiny, because habit, his-
tory and/or tradition suggest they are proper” (Wicks, 2001, pp. 688–89). 
Institutionalized behaviors and attitudes are rarely questioned, which is 
precisely what makes them so insidious. They form an often-invisible 
part of an organization’s culture, accounting for crises of management 
duplicity in corporate trading cultures such as Enron’s or Parmalat’s, 
crises of overconfi dence at NASA, or crises of bureaucratic inertia sur-
rounding intelligence that preceded the 9/11 attacks.



RECONFIGURING THE DOMINANT PARADIGM142

Crisis Plans Versus the Enacted Environment

Effective planning in a crisis is diffi cult in part because of the expo-
nentially expanding chain of events whereby initial decisions—right or 
wrong—tend to drive subsequent decisions. As Weick (2001) noted, “the 
assumptions that underlie the choice of that fi rst response contribute to 
enactment and the second stimulus. As action continues through more 
cycles, the human responses which stimulate further action become 
increasingly important components of the crisis” (p. 228). Researchers 
have identifi ed certain phenomena that may distort a course of action 
when a crisis situation looms or when the fi rst steps taken in the enact-
ment process during a crisis meet with negative feedback, such as esca-
lating commitment, self-fulfi lling prophecy, and overrationality.

Escalating commitment is an insidious form of entrapment during the 
public positioning forced by crisis situations. People caught in escalat-
ing commitment cling to previously made plans with increasing tenac-
ity, even when faced with evident failure (Edwards, 2001). Ross and Staw 
(1993) identifi ed fi ve principal determinants of escalation. Project deter-
minants are characteristics of the specifi c endeavor, such as expected 
benefi ts, the estimated time frame for reaping those benefi ts, and the 
economic and other resources invested in the endeavor. Psychological 
determinants include self-justifi cation and gratifi cation seeking, as well 
as decision-making errors and biases. They also comprise “reinforcement 
traps” that lead executives to take positive outcomes for granted on the 
basis of their prior history of success. Thus Edwards (2001) warned that 
“strongly held beliefs in future success can bring about organizational 
crisis through escalating commitment to a failing course of action” (pp. 
344–45).

In addition, decision makers are subject to a variety of social deter-
minants, which include pressures to meet collectively constructed stan-
dards of “strong” leadership, as well as the desire to preserve credibility 
by justifying publicly made decisions. Organizational determinants result 
from political pressure within the organization, secondary benefi ts to the 
organization, and the extent to which the project or endeavor is woven 
into the identity of the organization (and thus its degree of institution-
alization). The fi fth category of overcommitment comprises contextual 
determinants, which take into account forces beyond the organization’s 
boundaries, such as wide-ranging social and economic issues, industry 
trends, and even international events (Ross & Staw, 1993). Another com-
ponent of escalating commitment not mentioned by Ross and Staw is 
prospect theory (Kahneman & Tversky, 1979), or the tendency to adopt 
risk-seeking behavior when faced with unexpected negative outcomes in 
an attempt to recoup the losses incurred.

Certain personal characteristics, common in crisis situations, can 
also indicate a propensity to overcommit. The fi rst is length of tenure in 
the same industry and, to a lesser degree, the same company; the second 
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is successful past performance; and the third is centralized management 
(Schwenk, 1995). Organizations that have enjoyed positive results under 
a leader with a tendency to centralize authority or a long-standing exec-
utive body therefore appear to be most susceptible to the effects of esca-
lating commitment (Schwenk, 1995; Sutcliffe, 2001). In addition, as time 
passes, decision makers become more likely to choose unethical alterna-
tives to preserve their commitments, even if the same decision makers 
would fi nd such alternatives unacceptable in a nonescalating context 
(Street et al., 1997). One might describe escalating commitment as the 
opposite of learning in that it resists refl ection about situations that 
could lead to insight and change. For example, such nonrefl ective com-
mitment that goes well beyond legal and ethical limits helped to initiate 
crisis at Enron, as management sought to preserve a tottering fi nancial 
structure through ever-riskier machinations. Parmalat’s leadership con-
tinued to increase its debt load through bond issues while continuing 
to claim solvency in an increasingly desperate attempt to recoup losses 
and cover up its dubious transfers of funds through offshore fi nancial 
entities (Malagutti, 2004).

Related to escalating commitment is the self-fulfi lling prophecy, or 
expectations that are realized through actions by the holders of those 
expectations (Edwards, 2001; Weick, 1995). It may be tempting to hope 
that self-fulfi lling prophecies will lead to successful outcomes, but the 
reinforcement traps just described illustrate the darker side of the power 
of positive thinking. The 1993 killing of Branch Davidian cult members 
at Waco, Texas, illustrates how escalating commitment and self-fulfi lling 
prophecy can intertwine in a self-reinforcing loop and hide alternative 
choices, with disastrous consequences. In this instance, agents from the 
federal government’s Bureau of Alcohol, Tobacco, and Firearms (BATF) 
attacked a sequestered group of religious cultists in the belief, against 
evidence, that the group’s children were being abused and endangered. 
This belief resulted in a refusal to negotiate, a precipitous attack on the 
cult’s compound, and the death of some 80 people, many of them the 
very children the BATF sought to rescue. Yet the decision to attack was 
explained by the BATF director as a logical, nearly inevitable, outcome, 
given his interpretation of information about the threat posed by reli-
gious groups.

Situations such as the Waco tragedy are aggravated by a high per-
ception of behavioral control, in which the decision makers become 
convinced that they have the skills, tools, and willpower to overcome 
any potential obstacles to success. The conviction that they can con-
trol future outcomes “increases their tendency to forecast eventual suc-
cess and escalate commitment even in the event of temporary failure” 
(Edwards, 2001, p. 352). Vaughan (1996) ascribed such cognitive self-
delusions to NASA managers, leading up to the decision to launch the 
Challenger: “The boundaries defi ning acceptable behavior incrementally 
widened, incorporating incident after aberrant incident” (p. 407), until 
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the managers were simply unable to see the extreme risks posed by 
launching the shuttle in freezing weather.

The Waco and NASA debacles provide further evidence of misplaced 
persistence on the part of leaders that makes serious crises even worse. 
However, less notorious crises can also be worsened if managers have 
excessive illusions of control. Indeed, rationalist management encourages 
a relatively high level of perceived control over circumstances, however 
complex they may be. As this philosophy underlies much of the dominant 
managerial discourse, we should not be surprised to fi nd high perceptions 
of behavioral control among managers and executives (Cannon, 1999; 
Holtzhausen, 2000). This predisposition, along with social pressure to 
conform to models of strong, consistent, powerful leadership, represent 
warning fl ags about escalating commitment and the adverse effects of 
self-fulfi lling prophecy.

Through strategic planning, managers attempt to rid the environment 
of uncertainty to the extent possible. However, crisis planning should 
not aggravate known risks, such as escalating commitment, by provid-
ing an institutionalized template for behavior that limits fl exibility. An 
overly analytical plan can work against successful crisis resolution by 
fostering excess formalization, the illusion of predictability, and errone-
ous beliefs on the part of strategists and planners (Starbuck, 1992). In 
fact, overly formulized crisis planning can prevent an organization from 
learning and developing the kind of expertise that would allow it to be 
fl exible and to enact behaviors that cope effectively with crises.

Argyris (1977) described these impediments as “Model I assumptions” 
underlying behaviors that run counter to double-loop learning: learning 
that questions basic worldviews. He summarized these Model I assump-
tions in four basic values: “(1) to defi ne in their own terms the purpose 
of the situation in which they fi nd themselves, (2) to win, (3) to suppress 
their own and others’ feelings, and (4) to emphasize the intellectual and 
deemphasize the emotional aspects of problems” (1977, p. 118). The cor-
responding behaviors resemble the ways in which many organizations 
approach the uncertainties of crises:

All of us design our behavior in order to remain in unilateral con-
trol, to maximize winning and minimize losing, to suppress nega-
tive feelings, and to be as rational as possible, by which we mean 
laying out clear-cut goals and then evaluating our own behavior on 
the basis of whether or not we’ve achieved them. The purpose of 
this strategy is to avoid vulnerability, risk, embarrassment, and the 
appearance of incompetence. In other words, it is a deeply defen-
sive strategy and a recipe for ineffective learning. We might even 
call it a recipe for antilearning, because it helps us avoid refl ect-
ing on the counterproductive consequences of our own behavior. 
(Argyris, 1994, p. 80)

Despite their frequent ineffi cacy, most of these behaviors—control, 
winning, rationality, measuring up to goals—are advocated by most 
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crisis planning approaches as a way to overcome uncertainty. Because 
crisis plans are necessarily based on current assumptions within the 
organization, the precautionary norms taken as a result may paradoxi-
cally express the very characteristics that predispose the organization to 
a crisis. Even where they do not underlie a crisis, defective norms and 
false assumptions are latent conditions that make it diffi cult for an orga-
nization to react to the emergent properties of a crisis (Elliott et al., 2000). 
Seen from the standpoint of complexity and learning theories, the crisis 
management process has the potential to be a self-perpetuating negative 
cycle leading to the institutionalization of solutions that appear to work 
without understanding their long-term effects. Double-loop learning, in 
which one’s deep assumptions are challenged and changed, cannot take 
place because there is no motivation to look beyond the surface.

In order to avoid perpetuating false assumptions, complexity and 
learning theories diverge from most crisis planners’ push to normal-
ization and do not advocate returning to a stable state by quickly rees-
tablishing apparent legitimacy. Learning theories view the push for 
normalization as a barrier to learning because it encourages managers 
to seek proximate and immediate fi xes rather than to examine complexi-
ties, including institutionalized dysfunctions. Instead, learning theories 
encourage refl exive sensemaking and dynamic enactment of the envi-
ronment. As part II of this book argued, learning theories encourage 
managers to question the norms within an organization that may lead to 
crises or interfere with their resolution. These theories envision the CMT 
as having the power to act immediately on decisions, an approach that 
encourages enactment and thus knowing and learning. Learning theories 
therefore favor the development of inherent expertise; they deemphasize 
reliance on prewritten procedures that may lead organizational members 
to ignore cues outside the prescribed framework.

In the chapter that follows, we look further at the search for certainty—
this time, in terms of postcrisis evaluation—and we consider its effects 
on postcrisis learning.
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Complex Recovery

Challenging Assumptions After a Crisis

As we argued earlier, assumptions about the organization’s environ-
ment, including its audiences, infl uence the information collected before 
a crisis, as well as its interpretation and strategic use. Most experts take 
a strategic approach to relationships with constituencies. They advise 
organizations to seek audiences’ input in order to be forewarned about 
impending problems and to adjust their behaviors accordingly. This 
consultation is symmetric but not fully dialogical in the sense that the 
organization and its constituents mutually defi ne their situation through 
ongoing interaction. Complexity theory urges that organizations adopt 
a fully dialogic approach because it views relationships as reiterated 
local interactions that eventually establish larger patterns of meaning 
or behavior. Continuous mutual infl uence is central to that emergent 
pattern.

Even when they advocate a symmetrical approach, most mainstream 
crisis authorities view the external environment in which the organi-
zation operates as separate from the organization. However, for com-
munication theorists in general, the boundaries between internal and 
external are becoming increasingly uncertain (Cheney & Christensen, 
2001). From the standpoint of complex systems, boundaries between 
the organization and its context are particularly permeable and interac-
tive. Complexity-based thinking views relationships as wholly in fl ux, 
being mutually constructed from moment to moment, so there is no lin-
ear sense of action-reaction as there generally is for most crisis experts. 
Instead, there are multiple contingent possibilities for responses to vari-
ous factors in the environment.

Assumptions about separateness from and control over audiences and 
environment defi ne most mainstream postcrisis assessments. A main-
stream crisis team works hard to restore the status quo by following a 
detailed crisis plan. In contrast, a complexity-based approach accepts 
a certain amount of latitude; it avoids comprehensive and detailed 
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planning that could lead to faulty decision making. Mainstream and 
complexity viewpoints apply different criteria to similar postcrisis ques-
tions: When is the crisis over? What constitutes success? What sort of 
information can establish how the organization weathered the ordeal? 
What can be learned from the outcome?

Information Gathering for Postcrisis Evaluation

Once the crisis itself has passed, most authorities propose some form 
of evaluation, primarily as a learning exercise to gain insight into the 
crisis management process, to fi ne-tune the crisis management plan, and 
to determine what skills may be lacking in the CMT or organization 
(Caponigro, 2000; Coombs, 2007; Mitroff et al., 1996). Evaluation is also 
used to calculate the impact of the crisis on the organization and thus 
to offer tangible evidence about the success of the crisis management 
effort.

One common denominator shared by these elements is their imme-
diacy. As soon as a crisis seems to be over, the crisis team begins to 
review the accumulated documentation, gather the additional informa-
tion necessary, and carry out the evaluation. Like precrisis information 
gathering, this stage is driven by an underlying assumption of objectiv-
ity: By bringing together hard data from a variety of sources, the evalua-
tion process provides an unbiased overview of the crisis outcome.

A number of crisis experts look to the crisis management plan and 
the crisis team as primary indicators of crisis management success. 
Therefore, failure may be the fault of the plan, of the executors, or of 
both (Mitroff et al., 1996). One of the primary functions of evaluation is 
to determine where any problems lie and rectify them before the next 
crisis strikes. The documentation prepared during the course of the 
crisis constitutes the primary data source. Organizations may also sur-
vey internal and external stakeholders, including crisis team members, 
to gather opinions on how the crisis was handled. Finally, all media 
reports on the crisis are collected and studied.

Most crisis experts favor quantifi able forms of impact evaluation. For 
example, Coombs (2007) suggested that impact can be measured along 
a variety of dimensions, including fi nancial, reputational, human fac-
tors, and media frames. The fi nancial dimension is relatively straight-
forward, measured in terms of sales, stock prices, and other economic 
indicators, including long-term factors such as legal expenses and the 
cost of compliance with any new regulations or legislation implemented 
as a result of the crisis. The reputational dimension involves comparing 
reputation measures from before and after the crisis, stakeholder feed-
back, and media coverage. Human factors evaluation refers to deaths 
or injuries, environmental damage, community disruption caused by 
evacuations, or similar severe consequences of the crisis. Finally, the 
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media frames dimension evaluates how successful the organization has 
been at presenting its side of the story through the media; it is assessed 
in terms of quantity (such as quotations from organization representa-
tives in proportion to other points of view), accuracy, and the duration 
of media coverage. The aim is to keep the story in the media for as little 
time as possible, as all those involved in a crisis want to establish clo-
sure, whether that means reversion to the precise status quo or a “new 
normal” defi ned by changes in values and beliefs (Ulmer et al., 2007,
p. 182). Just how successfully the crisis was managed can be determined 
by comparing the actual results with estimates of what the outcome 
would have been like without any crisis management efforts and with 
managers’ desired outcome. The difference provides a measure of how 
successfully the crisis management program protected the organization 
and its assets, what factors played a role in the relative success or failure 
of the effort, and what areas require further adjustment (Coombs, 2007).

Because the goal of most mainstream crisis management is a return 
to the status quo, few experts consider actions beyond evaluation. 
Primarily, specifi c actions relating to the recently experienced crisis, as 
opposed to normal stakeholder relations and communication efforts, are 
those involving cooperation in any investigations, rebuilding projects, 
or other long-term effects of the crisis. In the mainstream “stage” model 
of crisis, this stage is often referred to as the “return to normalcy,” the 
point at which the organization resumes business as usual (O’Rourke, 
1996; Taback, 1991). For some experts (e.g., Fink, 1986), the achievement 
of normalcy means a return to the fi rst stage of crisis planning, resum-
ing environmental scanning as a regular part of the crisis management 
effort. Thus, for the most part, the “postcrisis” period overlaps the “pre-
crisis” period.

Many of these mainstream assumptions are challenged by a com-
plex systems standpoint. First, it is diffi cult to know when the crisis 
has come to an end, particularly if the goal is a return to the status 
quo. Complexity assumes that time is not reversible; that systems, once 
thrown out of order, cannot return to the same state of affairs in which 
they were before the crisis. Choices are not predetermined by the envi-
ronment; nonetheless, once a given choice is made, other options recede 
and cannot be recreated (Briggs & Peat, 1989). Willingly or not, from the 
standpoint of complexity, organizational transformation is the outcome 
of crisis.

The diffi culty of pinpointing the end of a crisis shapes the issue of 
lingering effects, particularly with regard to the media. For instance, a 
crisis that had a strong impact on the local community may be recalled 
through follow-up stories on the anniversary of its occurrence (Birch, 
1994). Similar crises suffered by competitors may prompt compari-
sons, which involve at least a brief rehash of the details of the crisis. 
Mainstream media occasionally report on the crisis management indus-
try itself, generally as an accompaniment to articles on high-profi le crisis 
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events. These will often review a variety of past crises for illustrative 
purposes. Finally, if the crisis response was particularly noteworthy, it 
may be elevated to “canonical” status and become one of the prototypes 
regularly held up as an example by practitioners and scholars of cri-
sis management and communication. The effect is to perpetuate public 
memory of the crisis in such a way that an industry cannot return to 
“normal.” When will Prince William Sound’s main claim to fame cease 
to be the Valdez accident? When will the U.S. nuclear power industry 
overcome the images of Chernobyl and Three Mile Island suffi ciently 
to build new reactors? When will FEMA regain its reputation as an 
effective resource for U.S. citizens and communities facing emergency 
situations?

Complexity theory makes it possible to deal with these kinds of ques-
tions because it sets a crisis in a broad historical context, including both 
the buildup to the event and its lingering effects. As discussed in chapter 
3, complexity theory views organizations holistically, emphasizing that 
past history and the environment infl uence (though they do not deter-
mine) present and future identity. Thus the organization itself appears 
as a process and series of interactions, a recursively constructed entity. 
As a result, whereas mainstream crisis expertise assumes a defi nite end 
to a crisis, complexity theory sees crisis as part of the ongoing context of 
organizational evolution. It does not see a return to status quo.

Just as it is diffi cult to mark the end point of a crisis, from a complex-
ity standpoint, the data available in the immediate aftermath of a crisis 
may incompletely refl ect the outcome of the crisis. This incompleteness 
comes both from a view of organizational entities as perpetually under 
construction and from the irreducibility of a complex system, whereby a 
part cannot stand for the whole. This data shortage affects assessment of 
structural damage and fi nancial indicators but is still more pronounced 
in relation to stakeholder attitudes and the effects of the crisis over 
time. Therefore, longitudinal monitoring of crisis effects should be an 
important part of the postcrisis management. As Massey (2001) noted, 
“crisis responses do not occur in a contextual vacuum; they are part of 
an ongoing dialogue between organizations and stakeholders” (p. 170). 
As a result, he emphasized that “complete understanding of the process 
of crisis management will not be achieved until duration is included 
as a part of the analysis” (p. 170). Nonetheless, longitudinal studies are 
relatively rare in most crisis follow-ups, in part because research meth-
ods still have problems addressing processual aspects of communication 
(Miller, 2001).

In fact, the use of statistical data at all is a mixed decision from a 
complexity standpoint. On the one hand, both the CMT and other stake-
holders fi nd it valuable to have quantitative data available for the pur-
pose of comparison. Such information may also provide insight into 
previously unconsidered vulnerabilities that should be addressed to 
prevent future problems, and data gathered at intervals may help the 
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organization gain a clearer understanding of how the situation evolved 
by providing a series of snapshots of the emergent patterns within the 
system. On the other hand, much as Alvesson and Deetz (2000) warned 
of “subjectivity masked as objectivity,” (p. 140), complex thinking sug-
gests that managers view the evaluation as interpretive. That standpoint 
keeps in mind that even in quantitative research, interpretation plays a 
role in selecting what is to be measured and in what manner.

Complexity theory would supplement these precise quantitative mea-
surements with more free-form qualitative assessments, keeping in mind 
that complex systems tend toward organizational transformation, not a 
return to the status quo. Therefore, a complexity-based evaluation might 
ask to what extent the organization has been transformed by crisis in 
ways that might make it more successful—as a fi nancial player, as an 
employer, as a designer of new products—than it was before the crisis. 
From this standpoint, Bechler (2004) observed that

by focusing mainly on crisis containment and image management, 
researchers and practitioners may be encouraging change-resistant 
cultures to maintain patterns of behavior and communication that 
are damaging. . . . Reframing the popular view of crisis so that it is 
also perceived as a necessary and important corrective . . . may also 
enable the organization to effectively respond to other problematic 
behaviors that have been embedded and protected within the orga-
nizational culture. (pp. 68–69)

This transformational approach represents a shift in emphasis from orga-
nization-centric evaluations to stakeholder perceptions, and it includes 
long-term impact.

Complexity theory also encourages organizations to be relative 
more than absolute when going through crisis evaluation. For example, 
Pearson and Clair (1998) suggested evaluating individual crisis manage-
ment activities on a continuum of success, rather than defi ning an entire 
crisis event as a success or failure. They argued that “the novelty, mag-
nitude, and frequency of decisions, actions, and interactions demanded 
by a crisis suggest that no organization will respond in a manner that 
is completely effective or completely ineffective” (p. 67). Whether an 
organization averts a crisis altogether or mishandles some aspects, there 
will always be elements of crisis management that it performed well or 
needed to improve, so a relativistic evaluation is appropriate and more 
accurate than an overall assessment. As Urry (2003, p. 14) noted, “social 
life is full of what we may term ‘relative failure’ ”; it is not an aberra-
tion but rather a “necessary consequence of incompleteness” as a sys-
tem evolves. Order and disorder, the intended and the unintentional, are 
always interconnected in complex systems.

Pearson and Clair (1998) also noted that the relative weight of evalu-
ative factors might differ depending on the perspective of the person 
carrying out the evaluation. As an example, they argued that the Exxon 
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Valdez incident, held up as a notorious example of poor crisis communi-
cation, could be considered a success by fi nancial analysts. That public 
might be satisfi ed by Exxon’s ability to absorb the cost of the cleanup 
effort without undue hardship—and, indeed, by spending less than pro-
active crisis prevention efforts would have cost (Pearson & Clair, 1998). 
Marra (1998) also noted that, just a few years after the crisis, Exxon 
was the world’s second most profi table corporation and observed that 
“Exxon’s lack of an appropriate crisis plan to manage the 1989 Valdez oil 
spill certainly didn’t affect its profi t of $7.5 billion in 1996” (p. 464).

Learning, Debriefi ng, and Revising the Crisis Plan

Harking back to the Chinese conception of crisis as both “danger” and 
“opportunity,” many authors believe that a crisis can provide an impor-
tant learning experience for the organization. For example, Mitroff et al. 
(1996) asserted that effective crisis management requires us to under-
stand and integrate the lessons that previous human-caused crises have 
taught. Ulmer et al. (2007) spoke of this understanding in terms of a “new 
normal” (p. 182). Although it is diffi cult to achieve in practice, without 
such learning we run the risk of repeating our mistakes. Coombs (2007) 
warned against remaining a captive of past events in order to avoid 
information acquisition bias, calling institutional memory of past crises 
“both a blessing and a curse” (p. 161).

Most mainstream crisis models include a postcrisis learning stage in 
which managers draw lessons from their own crisis experiences and those 
of other organizations to prevent future recurrences (Caponigro, 2000; 
Gonzalez-Herrero & Pratt, 1995; O’Rourke, 1996; Pearson & Clair, 1998). 
Learning theory supports this reliance on lived experience. According 
to sensemaking concepts, crises can trigger opportunities for learning 
outside the normal fl ow of events: “People frequently see things differ-
ently when they are shocked into attention, whether the shock is one 
of necessity, opportunity, or threat” (Weick, 1995, pp. 84–85). Yet many, 
perhaps most, organizations continue to fail to learn from these expe-
riences (Elliott et al., 2000; Gilpin, 2005; O’Rourke, 1996; Roux-Dufort, 
2000). If one accepts that the most successful form of crisis management 
is crisis prevention and agrees with Mitroff et al. (1996) that learning is 
a vital factor in preventing future crises, the failure to learn from crisis 
events is a signifi cant fl aw in current crisis management practice. One 
needs only to look at NASA’s second shuttle disaster to see the human 
and institutional costs of failure to learn.

Lack of available and reliable data is one pragmatic reason that 
organizations do not learn from their crisis experiences (Elliott et al., 
2000). However, more compelling explanations for the dearth of post-
crisis learning may be cognitive limitations, such as recollection biases. 
Executives have been found to remember past strategies and outcomes 
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as more closely correlated to current positions than objective data dem-
onstrate (Schwenk, 1995). They “may believe that they are reviewing the 
mental equivalent of a videotape of what went wrong, when it is more 
likely they are making up their own movie of the event, reconstructing 
a story of what happened” (Cannon, 1999, p. 417).

Various forms of hindsight bias may negatively affect the value of 
retrospective sensemaking and learning (Murphy, 1991). Hindsight bias 
means that “once a person knows the outcome, the reasons for that out-
come seem obvious and the person cannot imagine any other outcome” 
(Weick, 2001, p. 37). Among other consequences, people’s hindsight bias 
“tends to exaggerate the consistency of experience with their prior con-
ceptions” (Busby, 1999, p. 111). People also have a tendency to overesti-
mate what they could have known or should have done at the time of an 
event. Furthermore, their evaluations of behavior are likely to be infl u-
enced by outcomes (Busby, 1999; Weick, 2001). For example, if a rogue 
cop in an action movie defi es his superiors’ orders and saves the day, the 
positive outcome will result in his behavior being judged as courageous 
and morally correct, and he is likely to be rewarded and celebrated as 
an icon of courage and independent thinking. If the same behavior leads 
to the death of innocent victims, it will be judged as reckless and crimi-
nal, and the offender is likely to be punished and scorned as evidence 
of what can happen when individuals fail to follow the group wisdom. 
People construct histories, then tend to see the actual outcome as inev-
itable. Thus “hindsight both tightens causal couplings and constructs 
as coupled events a history that leads directly to the outcome” (Weick, 
1995, p. 28).

These instances of biased sensemaking have substantial implications 
for learning from crisis situations. In both successful and unsuccessful 
circumstances, attempts to draw on behaviors and generalize them or 
to formalize them into procedures based on the outcome of one situa-
tion may not provide a clear guide for future situations. The reason is 
that ratiocination about prior actions “occurs in a very different context 
than when the action was fi rst initiated (e.g., the outcome is known),” 
and, therefore, “the reasons singled out retrospectively are likely to be 
of less help for the next prospective action because they underestimate 
the vast amount of uncertainty that was present during the early stages 
of acting” (Weick, 2001, p. 36). Biased sensemaking suggests a linear 
cause-and-effect relationship that may not always pertain or may not 
even have pertained in the original instance.

In postproject review meetings, retroactive sensemaking in small 
groups can also be adversely affected by real-world factors such as orga-
nizational politics, the organization’s unique history, payoff structures, 
and time pressures. For example, Busby (1999) noted growing levels 
of frustration experienced by group members during the sensemaking 
process. The increase in overall information resulting from discus-
sions naturally led to heightened ambiguity that violated participants’ 
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expectations of coming to some sort of defi nitive conclusion about the 
project. Such effects may abbreviate the time spent discussing and try-
ing to fi lter lessons from experiences, as team members grow frustrated 
at their inability to locate a simple cause.

However, Busby (1999) also found that strongly cognitive methodolo-
gies such as scenario building (“What would have happened if . . . ?”) and 
role playing were highly effective in both exploring alternatives and 
sidestepping potentially uncomfortable political and interpersonal situ-
ations. Improvisational approaches such as these focus on speculative 
outcomes rather than diagnosing actual errors. Indeed, he found that 
when participants in a discussion identifi ed past mistakes, they always 
refrained from probing further to uncover the reasons behind the errors, 
presumably to avoid direct interpersonal confl ict with coworkers. Busby 
concluded that “understanding experience is a matter not just of exam-
ining actual events but also of generating plausible, alternative events to 
examine” (1999, p. 122). In other words, outcomes need to be measured 
not only by what actually happened but also by what could have hap-
pened that was better or worse. Busby’s (1999) conclusion reinforces the 
recognition, supported by complexity theory, that instigating actions can 
have multiple outcomes and that it is important to have requisite variety 
in imagining organizational responses.

The exceptional features that distinguish crises present additional 
challenges to crisis evaluation and organizational change. The apparent 
uniqueness of each crisis leads some managers to decide that crises are 
too unusual to make close examination and change worthwhile (Elliott 
et al., 2000; Roux-Dufort, 2000). This was the same logic followed by the 
supporters of the Shoreham nuclear power plant on Long Island, who 
pressed forward in the wake of the 1979 Three Mile Island nuclear acci-
dent and refused to engage in dialogue about possible risks to the com-
munity, claiming that such accidents were so rare as to be practically 
unique. There ensued the 1986 explosion at Chernobyl, which, along 
with skyrocketing costs and construction delays, caused the demise of 
the Shoreham project (Ross & Staw, 1993).

The reaction of Shoreham’s management was not unique, however. As 
Roux-Dufort (2000) observed, most organizations “are very reluctant to 
learn from crises and even to consider them as learning opportunities. 
Organizations address crises as if they were too exceptional to justify a 
learning process. The organization’s priority is to come back and main-
tain the status quo as soon as possible, rather than exploring the extent 
to which the crisis is a privileged moment during which to understand 
things differently” (p. 26). However, failure to debrief after a crisis repre-
sents a lost opportunity for sensemaking and learning, one that may cost 
the organization dearly if a similar situation arises in the future (Elliott 
et al., 2000). The fact that the identical crisis never happens twice makes 
it all the more necessary for managers to acquire skills of adaptation, 
improvisation, and tolerance for uncertainty.
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Pressured by a need to reestablish the status quo, even managers 
who express willingness to learn may apply only peremptory, reductive 
problem-solving techniques that fail to get at the real causes underlying 
crisis situations. Roux-Dufort (2000) examined a number of barriers to 
organizational learning from crises. He identifi ed as the main culprit the 
urge toward normalization, or a return to conditions as close as possible 
to those existing prior to the crisis situation. Indeed, the classic crisis 
paradigm sets this restoration as one of its primary goals. Yet, Roux-
Dufort (2000) argued, this push does not leave the organization time to 
take advantage of the learning opportunities offered. Although many 
authors emphasize that crises have ambiguous, complex causes that 
require careful investigation of multiple interlinked dynamics, orga-
nizations hurry to identify the proximate, linear cause—nearly always 
“human error”—in an attempt to assign blame and take prompt, visible 
action as a message to stakeholders. Thus oversimplifi cation of complex 
circumstances is one factor that inhibits learning from crises. A general 
inability to defi ne problems clearly and a pervasive sense of compla-
cency within many organizations are also at fault and, taken together, 
may lead to a hasty search for scapegoats rather than a deeper consider-
ation of organizational change (Elliott et al., 2000).

According to Roux-Dufort (2000), three types of normalization pres-
sures adversely affect an organization’s response to a crisis. Cognitive
normalization is a sort of sensemaking shorthand in which decision mak-
ers fi nd and accept the fi rst plausible explanation, quickly labeling the sit-
uation based on linear, cause-and-effect reasoning models. Psychological 
and affective normalization is the force that drives managers to resolve 
the ambiguity of the situation as quickly as possible; together with cogni-
tive normalization, it provides the urge to seek out scapegoats to which 
to assign blame for the crisis. Psychological normalization also motivates 
managers to seek out consultants during a crisis. Although expert advice 
may be helpful, reliance on multiple consultants may fragment the crisis 
and divide responsibility, merely assuaging anxiety rather than solving 
the problem. Finally, sociopolitical normalization is the force that makes 
the crisis “socially, politically and symbolically acceptable” (Roux-Dufort, 
2000, p. 28). This factor, in essence, is the equivalent of seeking legiti-
macy, because “a crisis is a sort of breach of trust regarding the expecta-
tion of the organizational stakeholders. They are thus expecting quick 
responses from the organization in terms of their need for explanation, 
compensation and comfort” (Roux-Dufort, 2000, p. 29).

In short, normalization favors restoring a perceived status quo over 
deeper, double-loop learning that leads to organizational change that, in 
turn, may solve the fundamental problems leading to crisis. The push to 
achieve normalization and reestablish legitimacy as quickly as possible 
may also become a platform to construct a reality in which “those in 
positions of power seek to (re)write history to serve their own short- and 
long-term interests” (Elliott et al., 2000, p. 21).
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These normalization tactics aid organizational efforts to restore appar-
ent legitimacy quickly. However, they may be counterproductive in the 
long run by encouraging a rush to a fallacious consensus based on an 
overly narrow interpretation of events. For example, Roux-Dufort (2000) 
reviewed managerial response to a 1987 ferry wreck in the English 
Channel. The ferry company cooperated with regulators, who imposed a 
series of post-hoc technical measures designed to improve safety, but this 
compliance was essentially a cosmetic change and a superfi cial adapta-
tion to necessity. The company did not examine the fi erce competition 
in the ferry industry that led to an institutionalized disregard for most 
safety practices, overloaded ferries, cost-cutting measures such as reduced 
manpower and limited safety precautions on board the ferries, crowded 
schedules that forced the limited number of ferry crew members to work 
long and tiring shifts, and other hidden factors. It was easier simply to fi nd 
the nearest scapegoat and make the minimum effort necessary to regain 
legitimacy with stakeholders. Roux-Dufort (2000) observed, “rather than 
considering the crisis an opportunity to question managerial assumptions 
and to change, they simply viewed it as an excellent pretext to consoli-
date the very value system and managerial beliefs that had driven to the 
wreck. This is what we call a zero-learning process” (p. 26).

This substitution of superfi cial change for deeper transformation is a 
frequent response to wide-scale crises. For example, the aftermath of the 
1986 Bhopal tragedy was clouded by recriminations between the Indian 
government and Union Carbide, none of which contributed to organiza-
tional change or proved helpful to the victims. In a similar fashion, Wicks’s 
(2001) analysis of the 1992 Westray mine disaster in Nova Scotia found 
multiple signs of institutionalization that caused and deepened the crisis. 
On the one hand, there were easily identifi ed proximate causes for the 
explosion, “a deadly combination of coal dust, methane gas and sparks”
(p. 660). On the other hand, there were complex “organizational and con-
textual factors that contributed to the regularly occurring unsafe practices,” 
consisting mainly of a “mindset of invulnerability” that gradually became 
institutionalized and eventually led to a catastrophic outcome (p. 660).

Scapegoating and superfi cial behavioral change are not merely barri-
ers to learning from a single crisis; they may also prove counterproduc-
tive in the long run. When scapegoats are sought within the organization, 
members may feel vulnerable and respond by making great efforts to 
hide or cover mistakes. These behaviors increase the organization’s 
chances of spiraling into crisis by covering direct causes; less directly, 
they “severely hinder the potential for effective communication, cultural 
change and, in turn, learning. In such a setting of non-trust, key manag-
ers and operators may not only contain potentially damaging informa-
tion but may reconstruct their accounts of events to protect themselves 
from blame” (Elliot et al., 2000, p. 18). The “veneer of legitimacy” (Wicks, 
2001, p. 674) that may have been gained with external stakeholders is lost 
with internal stakeholders, who, by changing their behavior to refl ect a 
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loss of mutual trust, substantially alter the essence of the organization. 
This type of dynamic was a signifi cant cause of the Bhopal accident, as 
recalled by a project engineer: “The whole industrial culture of Union 
Carbide at Bhopal went down the drain. . . . Top management decided that 
saving money was more important than safety. Maintenance practices 
became poor, and things generally got sloppy. The plant didn’t seem to 
have a future, and a lot of skilled people became depressed and left as a 
result” (Weick, 1988, p. 313).

Remembering that boundaries in complex systems are fl uid, this mis-
trust cannot be expected to remain within the organization; it will also 
spread through a complex maze of micro interactions to negatively affect 
that very legitimacy that the organization originally sought to gain. That 
is why “the failure to learn lessons in the aftermath of one crisis inci-
dent provides fertile ground for the incubation of future crises” (Elliott 
et al., 2000, p. 21). Again, this warning is exemplifi ed by NASA’s fail-
ure to look beyond proximate causes or to apply double-loop learning to 
examine its cultural assumptions; the Columbia tragedy was one result.

Organizations have a critical choice to make after crises. On the 
one hand, they can discontinue crisis evaluation after fi nding proxi-
mate causes, a reductionist approach that can lead to worse crises in 
the future. On the other hand, theories of organizational learning and 
complexity argue that organizations can truly learn from crises only by 
taking a holistic approach, going back over the history of the system and 
looking for interrelationships, “elements of a system that interact to cre-
ate properties that have previously been unforeseen” (Elliott et al., 2000, 
p. 18). This type of approach is obviously in line with a complexity-
based understanding of the way organizations, their stakeholders, soci-
ety, the environment, and other elements interact to mutually defi ne 
emergent crisis situations.

The problem of learning from crises is a serious one, because, as the 
enactment approach makes clear, action, knowledge, and understanding 
are closely intertwined. These measures are not taken in a vacuum: Each 
step has short- and long-term consequences, with the potential to dimin-
ish or multiply future crises. As Weick (2001) suggested, “Action during 
crisis is not just an issue of control, it is an epistemological issue” (p. 
225), in which each step taken both refl ects organizational assumptions 
and sets up the parameters for the next step.

Throughout this book we have argued that crisis behaviors refl ect 
underlying values of an organization, expressing its way of interact-
ing with its environment and treating its stakeholders. These patterns 
of behavior are diffi cult to break, but change can be brought about if 
managers have the mind-set and the skills to facilitate it. With that in 
mind, in the fi nal section we describe principles that an organization 
can adopt if it regards itself as a learning organization and sees its rela-
tionships as part of a complex adaptive system that changes through 
continuous interactions within itself and its context.
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Walter Lippmann (1922) began the last chapter of his landmark volume 
Public Opinion with the following admission:

I have written, and then thrown away, several endings to this 
book. Over all of them there hung that fatality of last chapters, in 
which every idea seems to fi nd its place, and all the mysteries, that 
the writer has not forgotten, are unraveled. . . . This last chapter is 
merely a place where the writer imagines that the polite reader has 
begun to look furtively at his watch. (p. 298) 

In embarking on our own conclusion, we fi nd ourselves with much sym-
pathy for Lippmann’s plight. Given their open-ended nature, theories of 
complexity do not lend themselves to tidy conclusions or neat summa-
ries, nor can we expect to offer perfect prescriptions for dealing with 
uncertainty and ambiguity. What we can do, and hope we have done in 
this book, is present a new perspective on crises and organizational life 
that offers fertile ground for further research and practical exploration. 
Our intention has been to provide a theoretical grounding for practices 
that embrace uncertainty and change rather than resisting them, to work 
toward what we have called the expert organization. As we have repeat-
edly emphasized, the new viewpoint departs from traditional manage-
ment approaches in signifi cant respects.

A good portion of this book has described barriers to effective crisis 
management. Many of those barriers have been imposed by traditionally 
accepted management attitudes and practices; many could be removed 
by a complexity-directed approach. In this chapter, we summarize fun-
damental differences between the two approaches, and we derive some 
new, complexity-based management principles that, we argue, can miti-
gate crises better than current approaches.

It should be clear by now that the differences between mainstream 
crisis management and complexity-based crisis management involve far 
more than tactics; they involve fundamental differences in worldview. 

12

Conclusion

Reframing Crisis Management in a Complex World
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We see major differences between the two in terms of four levels of 
beliefs: The fi rst level of broad philosophical assumptions leads to the 
second level, beliefs about organizations. Those beliefs in turn lead to 
the third level, epistemological assumptions, which control the fourth 
level, approaches to crisis management. The two parallel sets of assump-
tions derived from mainstream and complexity theory were summarized 
earlier, in table 8.1.

At their most fundamental, traditional and complexity-based world-
views originate from beliefs about control and prediction. Mainstream 
management theories encourage broad philosophical assumptions that 
future events can be predicted and controlled, at least to some extent, 
and that certainty and stability are the desired outcomes of a crisis situa-
tion. These philosophical assumptions have channeled managers toward 
corollary beliefs that organizational entities are discrete from their envi-
ronments; both can be systematically managed to produce planned out-
comes. In turn, managers’ assumptions about organizations restrict their 
thinking about preferred forms of organizational knowledge. These epis-
temological assumptions favor knowledge in the form of systematized 
information gathering and a rational, analytical approach to decision 
making. Finally, all three sets of assumptions—philosophical, organiza-
tional, and epistemological—lead to crisis management that emphasizes 
detailed planning, centralized responsibility in a crisis management 
team, and preserving the organization’s assets, as well as restoring the 
status quo.

Parallel to these mainstream concepts is a set of assumptions derived 
from complexity theory. On the philosophical level, complexity-based 
thinking views the future as uncertain and unstable rather than pre-
dictable; it is amenable not to control but rather to infl uence through 
multiple interactions, both endogenous and exogenous to the organiza-
tion. As for assumptions about organizations, complexity-based thinking 
views them as quite unlike mechanical systems, characterized instead 
by emergent behavior and constantly in fl ux. The same sense of fl ux 
also typifi es the next level of epistemological assumptions, in which 
knowledge takes the form of action—but action that combines infor-
mation with sensemaking. Finally, these complexity-based approaches 
create novel assumptions about crisis management itself. Here crises 
emerge as change agents necessary for the long-term legitimacy of the 
organization, and crisis preparation becomes a matter of improvisation, 
with choices among many possible actions, rather than highly defi ned or 
goal-oriented planning.

Building on this structure, this chapter concludes our argument that 
a complexity worldview can profoundly transform an organization’s 
approach to crisis management. We consolidate the complexity and 
learning theories discussed in prior chapters into a model based on three 
related dimensions that we think are most central to the expert organi-
zation: knowledge/awareness, adaptability, and complexity absorption. 
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Table 12.1. Shifting Paradigms and Elaborating Practices

Complexity Aspect Moving From: Moving Toward: Techniques, 
Strategies, Practices

Knowledge/
awareness

Dense 
interconnectedness; 
arbitrary nature 
of boundaries 
(organization not 
seen as fi xed, 
isolated entity); 
nonlinearity; 
irreducibility

Gathering 
information; 
analytical 
decision 
making

Working from a 
foundation of solid 
familiarity with 
the organization 
and its internal/
external constituents 
and environments; 
gathering more 
information 
and sharing it 
appropriately;
situation assessment 
through carefully 
developed intuition 
(which relies on 
knowledge) and 
active sensemaking

Ongoing 
communication 
at all levels and 
with stakeholders; 
incorporation of 
communities of 
practice;
issues management; 
environmental 
scanning

Adaptability

Fractals; change 
through iterative 
microinteractions

Planning 
based on a 
static/control 
model

Sensitivity to changes 
in context and ability 
to make decisions 
rapidly (which relies 
on knowledge and 
awareness)

Scenario planning 
with focus on 
process rather than 
output; emphasis 
on developing 
teamwork skills 
at all levels of 
the organization 
through frequent 
simulations

Complexity
absorption

Unpredictability; 
self-organization; 
constant evolution

Seeking 
understanding 
through 
uncertainty 
reduction

Enactment through 
acceptance of 
ambiguity (possible 
only when the 
organization can rely 
on adaptability)

Flexible 
organization; 
ongoing practice; 
implementation of 
all of the above

Each dimension builds on the previous one, so that complexity absorp-
tion incorporates the preceding two. Table 12.1 summarizes the funda-
mentals of each dimension in complexity terms and shows what changes 
each introduces compared with the mainstream model. We explicate 
each dimension in depth in the following sections, and we suggest tech-
niques and organizational practices that refl ect these basic principles.
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Knowledge/Awareness

In both mainstream and complexity-based approaches, crisis manage-
ment begins with the acquisition of knowledge. In both approaches, rela-
tionships with various stakeholders are an important means of acquiring 
this knowledge, primarily because relationships create feedback loops 
that encourage organizational learning.

However, attitudes toward knowledge differ profoundly between 
mainstream and complexity-based approaches to crisis. Negative feed-
back loops prevail in traditional organizations, in which budgets, fore-
casts, reports, plans, and other written documents constrain change 
by reminding employees to stay close to explicit objectives (MacLean 
& MacIntosh, 2003; Mitleton-Kelly, 2003). In contrast, continuous learn-
ing in an adaptive organization relies on positive feedback loops. As 
discussed in chapter 3, positive feedback loops amplify change rather 
than dampen it, helping to diffuse constant adjustments around the 
organization.

In practical terms, positive feedback operates by focusing people’s 
attention on the impacts their decisions have on both the environment 
and subsequent choices, thus ensuring that recent decisions enter into 
and infl uence the ongoing decision problem. The way in which each 
decision’s effects become part of the next decision context refl ects the 
sense of history in a complex system. In chapter 3, we explained the 
concept of fractals as an unfolding set of patterns, each of which arises 
out of the preceding pattern that it both resembles and transforms in 
subtle ways. Similarly, organizations that are conscious of decision pro-
cesses as positive feedback can view their actions as a set of fractals that 
evolves over time, each decision refl ecting the ones that came before.

In addition to preserving continuity, positive feedback loops have 
particular relevance to changeable environments, because such feed-
back works to keep options open, encourage innovation, and preserve 
adaptiveness. According to Lewin and Regine (2003), “when leaders are 
able to embrace small changes throughout their organizations, which 
propagate in an exponential manner, the organizations become highly 
adaptive and are able to evolve in a continually changing business envi-
ronment” (p. 177).

Positive feedback fosters organizational change much like Kauffman’s 
(2000) concept of the “adjacent possible.” As discussed earlier, this concept 
regards change as gradually spreading out from localized interactions 
among individual agents. As the “adjacent possible” expands, large-scale 
changes diffuse throughout a complex adaptive system. In a similar way, 
Lewin and Regine (2003, pp. 175–76) viewed each change in an organi-
zation “like a drop of rain falling on a still pond,” which “can create a 
ripple effect; that is, it replicates and spreads throughout the system,” so 
that the new behavior is no longer localized but comes to characterize 
the entire organization. Alternatively, change can accumulate and then 
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release suddenly, “like a grain of sand that falls on a sand pile, which 
sometimes causes large avalanches”; in this type of change, “something 
old collapses, and something new emerges.”

Both of these types of change are relevant to crisis management. 
The fi rst type—the gradual diffusion of local change—is something 
we might see in an organization that is not operating in crisis mode. It 
might refl ect responses to patterns observed during the issues manage-
ment process or scenarios brainstormed by members of a CMT. It refl ects 
the type of positive feedback in which actions are taken in response to 
sensemaking observations and their impacts become part of the ongoing 
decision context. The second type of change—an avalanche of pent-up 
disturbance—more typifi es the exigencies during crisis, in which an 
organization can be forced into radical self-transformation.

Networks and Dialogue

Regardless of its rate, the character of change is contingent on the net-
work of relationships that form throughout an organization, reaching 
beyond its permeable boundaries into the environment in which it oper-
ates. As has been the case in nearly all aspects of crisis management, 
traditional and complexity-based approaches rely on different types of 
relationships to accomplish different goals and to coordinate their mem-
bers in response to environments of varying uncertainty and turbulence. 
As we have seen, traditional organizations emphasize codifi ed informa-
tion and procedures, more than shared values and beliefs, to coordinate 
their members in a relatively impersonal manner. Such codifi cation and 
impersonality effi ciently coordinate large numbers of people and work 
best “in a world in which events are predictable and from which uncer-
tainty has been banished” (Boisot & Child, 1999, p. 244). However, crises 
seldom occur in such a world.

An alternative approach replaces codifi ed information with personal 
networks of face-to-face relationships in which people achieve coordina-
tion by sharing beliefs and values. This approach works particularly well 
when “the world is perceived as a discernible set of alternative possi-
bilities that . . . require a repertoire of fl exible responses” (Boisot & Child, 
1999, p. 244). Such groups require more maintenance—more time and 
social resources—than traditional management approaches. However, 
they lend themselves to adaptation and improvisation in ways that more 
rigid approaches do not.

Despite the instability and ineffi ciencies of managing by personal, 
face-to-face networks, the adaptiveness and requisite variety built into 
this approach make it highly effective for crisis preparedness. Such 
groups are characterized not only by reliance on face-to-face relation-
ships but also by a variety of actions typical of an enacting organization: 
a nonhierarchical approach in which members defi ne goals through an 
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ongoing process of negotiation (Boisot & Child, 1999). This approach 
requires a participative and networked organizational community whose 
members have the authority to initiate actions with the knowledge that 
these refl ect organizational identity in a larger sense.

What would such information associations look like, in practical terms? 
Complexity-oriented thinkers suggest replacing formalized scanning pro-
cedures with human “boundary spanners” (Daft & Weick, 1984) to get “a 
greater diversity of people interacting at any one time” (Lewin & Regine, 
2003, p. 179), and “reducing internal communication barriers” (Thomas, 
Clark & Gioia, 1993, p. 258). These actions suggest that crisis team mem-
bers need to spend time with rank-and-fi le employees whose observations 
can make all the difference in implementing needed change before a cri-
sis forces change on the organization. Experts who have studied efforts to 
operate organizations as complex systems have noted the importance of 
replacing hierarchy with networks that feature diversity in both knowl-
edge arenas and job levels (Boisot & Child, 1999; Lewin & Regine, 2003). 
In such an organization, knowledge can be fl uently diffused throughout 
the network. Along similar lines, the ideally designed CMT would fol-
low the same logic as the communicative theory of the fi rm described by 
Kuhn and Ashcraft (2003) in terms of self-organizing, networked “com-
munities of practice” that constitute organizations composed of “intercon-
nected elements situated in a social and historical context” (p. 42).

Although democratic at the core, crisis preparation works best 
with intensive interactions among a relatively small group of people. 
Therefore, the CMT must remain at the center of the crisis response pro-
cess. In practical terms, that means the various key organizational func-
tions should be represented as they are in traditional planning; but in 
terms of learning and adaptation, this small team can coordinate more 
easily and cultivate such essential elements as shared identity and intu-
ition (Eisenhardt, 1989; Klein, 1998; Weick, 1995). Pragmatically, those 
who are responsible for taking action during a crisis should be the fi rst 
to gain the necessary awareness and abilities.

Most important, complex responsive processes suggest that change 
will naturally emerge in and around the organization as a result of daily 
micro interaction. As ideas and knowledge diffuse throughout the orga-
nization, its members will become increasingly capable of self-organizing
in times of crisis, perhaps to the point at which the original CMT is 
rarely required to intervene. However, a management team that develops 
the habit of active engagement and enactment as a group, as well as with 
others and the environment, is most able to begin micro interactions 
within the organization that can bring about real transformation.

Schwenk (1995) described this process in terms of organizational 
learning, arguing that “when environmental change invalidates existing 
assumptions, organizational members articulate and advocate elements 
of the new knowledge structure. These are then combined through the 
activities of key decision makers . . . into a new knowledge structure which 
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is communicated to the other members of the organization” (p. 478). 
Thus management does not become a separate, elitist part of the plan-
ning process but performs a dual function, as both liaison responding 
to the concerns of subordinates and diffusion agent communicating the 
new assumptions through the organizational network of relationships.

In chapter 5, we argued that knowledge management is a social pro-
cess, not a set of procedures to generate and organize data. The outcome 
of knowledge management is the ability to refl ect on the implications 
of knowledge and thus to use knowledge heuristically in order to iden-
tify and highlight the organization’s guiding assumptions. These guid-
ing assumptions give a reasonable amount of stability; put in complexity 
terminology, they provide an “attractor,” a set of parameters that guide 
organizational behavior and decisions about actions to follow. At the 
same time, the attractor does not inhibit decision making in the manner 
of the negative feedback practiced by traditional management. Although 
it constrains wandering outside its parameters, an attractor has unlim-
ited internal possibilities, and it therefore allows requisite variety that 
preserves the range of possible responses by which crisis managers 
can respond to changing exigencies. In this way, Johnson & Johnson 
responded to the Tylenol poisonings by bringing together its crisis team 
to decide fi rst whether they were going to follow the company’s mission 
statement that put customers before profi ts. Having affi rmed this “attrac-
tor,” the CMT—operating without any written crisis plan—was free to 
make a broad range of decisions as long as they did not stray beyond the 
guiding principles of the mission statement (Murphy, 1996).

The J&J case supports the argument that an explicit crisis plan is less 
important than coordinating a sense of what an organization stands for—
that is, making explicit an attractor that guides how the organization 
will navigate the uncertainties and rapidly changing circumstances of a 
crisis. This sense accrues through team learning and dialogue. Earlier, 
in chapter 5, we pointed out that dialogue is an important component of 
team learning, helping to construct that shared sense of an organization. 
However, that shared sense does not imply consensus; rather, it indicates 
awareness among team members of multiple, sometimes irreconcilable, 
points of view. This view of dialogue was described in terms of a need 
for “joint action,” or coordination of activity that can produce, and toler-
ate, “unintended and unpredictable outcomes,” along with anticipated 
results (Heath et al., 2006, p. 344).

As has often proved to be the case, mainstream management and 
adaptive approaches differ about both procedures for and outcomes of 
dialogue. Communication theorists distinguish between a focus on con-
tent in dialogue and a focus on process. A content focus views the pur-
pose of dialogue as achieving a result, generally consensus; it is goal 
oriented, and the dialogue facilitator tries to foster active listening and 
participative decision making. In contrast, the process view of dialogue 
is nondirective; it involves unpredictable routes toward insight into one’s 
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own beliefs and those of other group members. Hammond and Sanders 
(2002) termed this content-process dualism “the convergent-emergent 
tension,” refl ecting whether a dialogue is “converging on a problem or 
series of problems, or whether it is open, waiting for a mutual direction 
to emerge” (pp. 19–20).

Looking at dialogue in terms of crisis management, mainstream 
approaches favor goal orientation and consensus refl ected in a unitary 
crisis plan. Complexity-based approaches favor open-ended discussions 
whose primary purpose is less to achieve policy or factual resolution 
than to achieve “relational resolution that develops from understand-
ing each other’s emotions, values, interests, and positions” (Heath et al., 
2006, pp. 367–68; italics in original). Despite this greater open-endedness, 
the process-based approach often results in highly pragmatic outcomes: 
Mutual understanding helps to create a “workable level of uncertainty,” 
as well as “allow[ing] the social system to converge on collective rather 
than random actions” (Hammond & Sanders, 2002, pp. 17, 19). This style 
of emergent dialogue assists expert learning, as team members recognize 
patterns of values and behaviors in their organization and arrive at gen-
eral assumptions that guide responses to crisis.

In addition, because crises are typifi ed by lack of information, we 
argued in chapter 5 that CMTs need to develop expertise, or intuition, 
which we defi ned as the ability to sense complete patterns where infor-
mation is incomplete or uncertain. Based on this intuition, crisis manag-
ers can employ “bricolage,” a type of improvisation that bases decisions 
on the knowledge at hand rather than waiting for more data. Johnson 
& Johnson’s senior managers employed bricolage and improvisation to 
respond quickly to a bewildering situation rather than waiting until the 
poisoner was discovered (he or she was never found). This expertise, 
we argued, is affi liated with enactment, whereby organizations respond 
to crises through self-conscious actions, relying not on crisis plans or 
data so much as on an overall shared sense of guiding principles. This 
overall sense is developed during a “refl ective process of planning” that 
precedes a crisis, regardless of specifi c “lists of do’s and don’t’s or les-
sons learned” in a crisis plan itself (Weick, 1995, p. 52).

Of course, improvisation in itself is not enough to ensure a good out-
come. For example, the handling of the Catholic Church sex abuse scan-
dal proceeded via bricolage—by putting together whatever actions would 
keep the scandal quiet, such as relocating abusive priests. Similarly, NASA 
engineers employed their own style of improvisation to fi x up unpredict-
able technology before space shuttle launches. To be productive, impro-
visation should grow out of team decision making (TDM) processes that 
foster “shared intuition” (Eisenhardt, 1989, 1999) or “team mind” (Klein, 
1998). The aim is to create a setting favorable to collective learning. 
McKinney et al. (2005) described the coordinated cognitions and behav-
ior of “swift action teams” such as airline cockpit crews: teams of rela-
tive strangers whose communication “can improve the shared mental 
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model of a situation. . . . These shared mental models are very helpful 
when information is ambiguous or must be acquired and shared in a 
timely manner” (pp. 206–7). Like the “heedful interrelating” of sense-
making, the shared mental models of TDM are developed through fre-
quent and regular collaborative interaction among group members. More 
than any other aspects, the abilities to have a successful dialogue and to 
improvise are essential to TDM and learning processes.

Culture and Leadership

In talking about organizational patterns, values, and general assumptions, 
we are essentially talking about organizational culture: “a set of shared 
philosophies, ideologies, values, beliefs, expectations, attitudes, assump-
tions, and norms” (Marra, 1998, p. 465). Organizational culture itself 
is emergent, developing through daily local interaction among people 
within the organization. Organizational actions thereby are embedded 
in their context, “all being value-laden and meaningful only in terms of 
their relation to other symbols” (Linstead & Grafton-Small, 1992, p. 334). 
Sometimes the cultural context creates a single, shorthand meaning that 
everyone in the group understands. Snowden (2002) gave an example 
of “a coded reference to past experience. ‘You’re doing a Margi’ may be 
praise or blame—without context the phrase is meaningless” (p. 105). 
Culture thus functions to create rapid common understanding without 
the need to codify expertise laboriously.

At its best, culture incorporates multiple voices in the organization 
without demanding consensus. The reason is that “any event, organiza-
tional or otherwise, is capable of different interpretations by different 
interests, and hence an event ‘contains’ several meanings simultaneously” 
(Linstead & Grafton-Small, 1992, p. 336). Through dialogue, employees 
work out organizational culture as an emergent Burkean “wrangle in the 
marketplace” of ideas involving a “differential process of meaning con-
struction, as different aims are pursued, different persuasive strategies 
employed to mobilize support or resistance and groups attempt to defi ne 
or re-defi ne their boundaries and membership” (Linstead & Grafton-
Small, 1992, p. 336).

The relationship between communication, culture, and crises is one 
key to crisis response. For example, Marra (1998) ascribed the failure or 
success of crisis plans to the degree of communicative culture present 
within an organization: open or closed, hierarchical or fl at, revealing or 
secretive. Similarly, Smallman and Weir (1999) focused on cultural fac-
tors as aggravating elements that blind organizations to an imminent cri-
sis or keep them from handling it swiftly. The culture itself may create 
blind spots, or “information rejection, that is, information is systemati-
cally fi ltered out . . . according to the rules and structure of the organiza-
tional culture in which the communication process is set” (Smallman 
& Weir, 1999, p. 38). We have already seen the impact of culture on 



RECONFIGURING THE DOMINANT PARADIGM166

obliviousness to impending crises in Enron, NASA, and the Catholic 
Church. As Kersten (2005, p. 545) commented, “More often than not, it 
is the organization’s standard operating practices, its paradigmatic or 
cultural outlook on life, its use and distribution of information, and its 
implicit or explicit expectations of its employees that shaped the key 
perceptions and decision-making events causing the crisis.”

Compounding these blind spots, the potential distortion of organi-
zational routines that occurs in a crisis situation may affect the ability 
of information to fl ow smoothly through networks inside and outside 
of an organization. Information fl ow will be least fl uid in organizations 
with a strict hierarchical culture, in which communication is highly for-
malized. As a result, losses or interruptions that crises cause in formal 
channels will have a stronger impact on such rigid organizations than 
on more informal, loosely coupled structures in which information is 
exchanged through a fl exible range of means, a dynamic “achieved pro-
cess” that must be “worked at and continually reviewed” (Smallman & 
Weir, 1999, p. 35). Marra (2004) described the practical impact of these 
two approaches. He contrasted a hierarchical, authoritarian, planned 
approach to decision making in a crisis involving a student athlete with 
the approach favored by AT&T, in which employees were free to make 
decisions quickly without fi rst obtaining permission from the top. He 
found that the AT&T approach was far more effective in mitigating the 
crisis, and he credited that success to “the ability of ‘cogs’ to make ‘big 
wheel’ decisions”:

Most organizations consist of people in separate categories: big 
wheels, cogs, and specialists. . . . But when tension is running high, 
all work together as specialists among specialists on an equal 
footing. . . . Then cogs can become big wheels. Whatever their sta-
tus in the formal hierarchy, they are trained intensively every day 
so that—based on their experience—they can take complete com-
mand. (Pfeiffer, 1989, as cited in Marra, 2004, p. 320)

The type of diffused decision-making authority that Marra described 
appears to undercut traditional centralized authority, a focused leader-
ship that mainstream experts consider necessary to coordinate crisis 
response. However, management theorists are quick to point out that 
complexity-based leadership does not mean abdicating the leadership 
function; rather, it means redefi ning what the leader does. In organiza-
tions that operate as complex adaptive systems, leaders are “not invested 
in establishing themselves as the ultimate authority”; instead of direct-
ing people, they “cultivate conditions where people could self-organise 
and restructure around the existing issues” (Lewin & Regine, 2003, p. 
173). Opt (2008) stated the problem somewhat differently, explaining that 
“human beings intervene into, rather than control, the symbolic consti-
tution of needs, relationship, and worldview. Human beings affect, but 
not control, the development of the communicatively constituted human 
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social system. They interact with, rather than act on, others” (p. 234; 
italics in original). Thus infl uence rather than control is the chief char-
acteristic of leadership in a complexity-based organization.

In contrast to the intervention perspective, traditional management 
thinking gives central place to the command-and-control elements of 
leadership: defi ning the mission and steering the organization toward 
clearly defi ned goals that realize that mission. Clearly, complexity-based 
leadership discourages these notions of control. According to Ashmos
et al. (2000, p. 591), all organizations share similar problems of disorder, 
confl ict, and ambiguity, but managers who adopt complexity thinking 
“will work with these problems rather than impose a simplifi ed order on 
them.” In these organizations, confl ict and disarray are seen as inescap-
able and even desirable elements of the sensemaking process.

In practical terms, managers can create what we described in chapter 
5 as the learning environment and learning space. These are not neces-
sarily physical spaces—although managers who engage in complexity-
based thinking may also create literal spaces (Lewin & Regine, 2003). 
Rather, learning environments and learning spaces refer to an organi-
zational climate that facilitates team learning, without mandating the 
precise conditions or the outcome of learning. Creating these conditions 
requires managers to unlearn control-oriented practices and instead 
encourage learning by providing the environment—physical or cultural—
in which it can take place. That environment might simply be an organi-
zational climate in which employees feel free to talk about organizational 
practices, policies, and power structures or to engage in nonproductive 
activity (Rifkin & Fulop, 1997). These dialogues often have unintended 
outcomes that transform the parties involved in ways they could not 
have anticipated. However, dialogues generally do not effect change 
unless “someone of suffi cient power in the institution/organization 
involved . . . could shelter the process and see to it that its results were 
implemented” (Heath et al., 2006, p. 350). Thus it is up to the manager 
both to create occasions for refl ection and dialogue and then translate 
the resulting insights into actions.

As these characteristics imply, the knowledge/awareness aspect of 
crisis management is particularly used during precrisis environmental 
scanning, in which a CMT needs to appraise a situation, fi nd patterns, 
identify areas of ignorance, and imagine a wide variety of potential 
responses. Knowledge/awareness underlies the second dimension of an 
expert organization: adaptability, or the capacity to respond, reappraise, 
and revise quickly.

Adaptability

One way to build on expert learning is to combine refl ection with deci-
sion making, turning awareness into action. A particularly popular 
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technique is scenario planning, best undertaken after organizations have 
identifi ed patterns that suggest a potential crisis and are looking for ways 
to respond. Mainstream crisis management authors commonly urge that 
managers, to maintain expertise, perform simulations to test the crisis 
plan and keep it current (Caponigro, 2000; Coombs, 2007; Dyer, 1995; 
Fearn-Banks, 2007). The rationale is that simulations can expose facets 
of a crisis situation that managers have previously failed to consider.

In themselves, simulations do not provide adequate crisis training. 
For example, Klein (1998) observed a number of organizational CMTs 
as they carried out their simulations and called them “the worst ones 
we have observed” (p. 238). The particular teams that earned this sou-
briquet were led by the CEO; the other team members were lower level 
managers such as the director of security. The companies held training 
exercises and crisis management seminars a few times a year. Despite 
this training—which refl ects at least the basic level recommended by the 
mainstream literature—the crisis teams suffered from problems ranging 
from communication troubles to a tendency to focus on minor details 
and lose sight of the larger situation. Team members hesitated to make 
decisions as they tried to gather all possible information before com-
mitting to a course of action. They failed to recognize cues and oppor-
tunities. There were power struggles within the team itself, as certain 
members attempted to take control and micromanage the work of oth-
ers. Team members gave orders to subordinates but lacked awareness of 
how long it would take to execute those orders, throwing off the pace of 
the entire exercise. In the end, Klein pronounced himself “surprised by 
their incompetence” (1998, p. 238).

What may have undermined these simulation failures was action 
without refl ection. We previously noted that mere improvisation to 
dodge a crisis seldom works. Likewise, simulations offer the chance for 
enactment, but simulations alone are not suffi cient for a team to develop 
group intuition, a shared sense of identity, and the ability to act with-
out complete information. Given the resources required for simulations, 
such a full-scale effort cannot be made very often. When they do occur, 
their value can be improved if, between simulations, the team practices 
its skills through training.

Addressing this problem, Gavetti and Levinthal (2000) proposed com-
bining “offl ine” cognitive methods that do not require direct experience 
of a situation, such as scenario development and planning exercises, 
with the “online” results of direct experience—as well as “grey area” 
practices such as simulations. They found that experience contributed 
most to enhanced performance. However, adding offl ine processes short-
ened the learning cycle, reduced risk, and provided a broader array of 
options. Scenario planning, in particular, encourages managers to “think 
different” and imagine a situation in great detail, turning it into a sort 
of future narrative (Brown & Starkey, 2000; De Geus, 1999; Schwartz, 
1998; Smallman & Weir, 1999). Scenario planning therefore provides an 
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intense, ongoing discussion forum without the drawbacks of infrequent 
immersion in simulated crises.

The exercise of planning also allows teams to practice their reason-
ing processes without producing, as the fi nal output, a set of procedures 
to which the organization is expected to adhere. Scenario planning is 
essentially a way of encouraging executives to leave behind assumptions 
that normally go unquestioned as a means of learning through mental 
exploration. It assumes that “our present ways of knowing, and what 
we already know, form an inadequate basis for learning about an uncer-
tain future” (Brown & Starkey, 2000, p. 112). Despite the fl exibility and 
open-endedness that these expert learning exercises encourage, they are 
carefully structured—it is just that the “goal” of fl exibility and team-
work is quite different from the certainty aspired to in traditional crisis 
exercises.

It is important to keep in mind that openness to an uncertain future 
does not mean abandoning the past. As chapter 3 showed, complexity 
theory gives primacy to the history of a system, noting that patterns 
are continually reiterated, as they evolve by means of small changes 
that eventually accrete into overall confi gurations. By the same token, 
crisis planning teams should not unquestioningly adopt best practices 
from other organizations or from their own past experiences; because 
of the small changes that accrete through positive feedback, the same 
crisis never happens twice. Instead, “past practices . . . could be used as 
a means for increasing alertness and for creating a mental map to facili-
tate the discovery of innovative responses” (Thiétart & Forgues, 1997, 
p. 137). Past experiences can also serve as “sources of inspiration for 
new responses to an, as yet, unknown future” and thereby help to create 
the “repertoire of responses” needed to prepare for a highly contingent 
future (p. 137).

One of the most effective ways to put all of these skills to work is 
through improvised teamwork. An analogy with another type of team 
endeavor—a soccer game—provides some idea of how improvisation pre-
pares organizations to cope with an uncertain environment. A soccer 
coach does not attempt to plan out every step of a match beforehand 
using analytical methods and to make sure team members are familiar 
with and have access to the plan. He or she knows that there is no way 
to predict exactly what will take place during the course of the game 
and that it is futile to try to control circumstances. Numerous factors 
can affect the play, from the weather to the conditioning of the players, 
their expectations, and those of any fans who may come to watch. (Have 
they been having a winning or a losing season? Is the other team one 
of the best, one of the worst, or in the middle of the league? Is either 
team in the running for a cup?) An unfamiliar fi eld, a hostile crowd, 
poor morale, or overconfi dence can all mean trouble. The coach also 
knows that sometimes a team plays well but loses the match regardless 
of performance.
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Despite all these uncertainties, the skilled coach does not sit back 
and send the players out to face the other team unprepared. Instead, 
he or she trains them regularly, both individually and together. He or 
she has them practice teamwork over and over, until these moves nearly 
become second nature. During practice sessions, the coach tries to recre-
ate as many different circumstances as possible, so that team members 
grow used to dealing with a wide variety of situations; they know how 
to appraise circumstances and spot openings. The coach also makes sure 
that each player is familiar with the unique skills of teammates and 
their individual weaknesses, so that everyone knows on whom to count 
for whatever the situation demands. In short, the coach does whatever 
he or she can to turn the players into an expert team: individuals aware 
of their mutual interdependencies, conscious of each others’ strengths 
and weaknesses, and with the ability to rapidly draw distinctions and 
intuit patterns.

The complexity of organizational crises is even greater than the soc-
cer match analogy suggests. Whereas sports events have clear goals, the 
goals in a crisis situation are not always clear and may even change over 
time. The rules are not known equally to everyone playing and may also 
be subject to change. Players might not even realize that there is a game 
in progress until it has already started. Sometimes there is no hard-and-
fast rule about what it means to win or lose or how to tell when the game 
is over. In addition, during organizational exigencies, the players cannot 
always be certain which team they belong to—and, in fact, many players 
probably belong to several teams: employee, member of the community, 
customer. Players from different teams may be on the same side or may 
form alliances and even new teams. Groups of players may decide to 
form new teams. Individual players or teams may be dismissed at any 
time if others decide they should no longer be allowed to play. The fi eld 
itself changes in shape and texture according to the actions of the dif-
ferent players. Over time—sometimes gradually, sometimes suddenly—a 
whole new game begins.

Given these shifting circumstances, no attempts to predict or plan 
can prepare players completely. Instead, the focus needs to be on mak-
ing sure the players—the members of the organization and particularly 
its leadership and crisis team—are capable of understanding and acting 
on circumstances as they arise: that they can improvise. In fact, one of 
the best means of ensuring preparedness is through mindful improvisa-
tion—what the soccer team metaphor exemplifi es. One reason that people 
balk at the thought of improvisation as strategy is that they mistake it for 
unskilled decision making, the type of unconsidered, escalating reaction 
that entangled Enron. Instead, successful improvisation requires a syn-
thesis of skills and abilities honed to the point at which the individual 
or group can call on them as needed, in what Weick (2001) referred to 
as just-in-time strategy. Like many of the other practical approaches rec-
ommended in this chapter, improvisation is more suited to a complex, 
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changing environment than to traditional planning methodologies. As 
Weick (2001, p. 151) observed: “When it is assumed that survival depends 
on variation, then a strategic plan becomes a threat because it restricts 
experimentation and the chance to learn that old assumptions no longer 
work.” Effective improvisation closely resembles what Eisenhardt and 
Martin (2000) called dynamic capabilities. In relatively stable conditions, 
they resemble codifi ed routines. However, in more turbulent settings, 
“they are simple, experiential, unstable processes that rely on quickly 
created new knowledge and iterative execution to produce adaptive, but 
unpredictable outcomes” (Eisenhardt & Martin, 2000, p. 1106). This type 
of response requires both advanced learning capabilities and extensive 
prior knowledge of the organization, its multiple embedded networks, 
and the context in which it operates.

Improvisation deals with the unforeseen; it works without a prior 
stipulation; and it works with the unexpected. Just as important, impro-
visation works as enactment, combining action with refl ection; and it 
works with the same pattern-recognition skills that we earlier associated 
with expertise. For example, Klein (1998) described expert rock climbers’ 
process of learning to identify leverage points during their climb. These 
points have no single common characteristic; they may be crevices or 
protrusions in the rock, something to be grasped by a hand, a notch just 
large enough to insert the toes, or a ledge too narrow to stand on but 
wide enough to take some of the weight off the upper body or to serve 
as a launching pad to jump to a larger shelf. What is more, there are no 
“absolute” leverage points: The environment (visibility, wet or dry, hot 
or cold) and condition of the climber (fresh or tired, relative strength, 
size, and weight) all play a part in determining what may be used. The 
leverage points cannot be identifi ed in a photograph. The same holds 
will not work for everyone, even on the same climb. Rock climbers must 
learn to make rapid and effective real-life decisions; they must learn to 
improvise and to exercise adaptability.

Another way to conceptualize adaptability is in terms of “fi tness 
landscapes,” a concept from Kauffman’s (1995, 2000) studies of evolution 
within complex biological systems. To model evolutionary processes, 
Kauffman envisioned species as located in a “landscape,” or environment, 
populated by other species. Each species’ needs impinge on the others’ 
survival. Each species simultaneously attempts to maximize its fi tness—
its survivability—and the activities each species launches to improve 
its own position shift the fi tness landscape shared by others, who like-
wise respond, creating an ongoing series of interactions and adaptations 
interspersed with temporary periods of stability. Using network theory, 
Kauffman created various types of fi tness landscapes that model organi-
zations’ success within their own environments. Organizational theorists 
have described this shifting world of fi tness landscapes as “a discern-
ible set of alternative possibilities that can be responded to but which 
require a repertoire of fl exible responses. Contingencies can be managed 
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but rarely optimally” (Boisot & Child, 1999, p. 244). In chapter 3 we dis-
cussed Ashby’s (1954) law of requisite variety, which theorists have used 
to argue that organizations, like natural life forms, evolve most suc-
cessfully when they “enhance their capacity to match the variety of the 
environments they encounter”; as their requisite variety improves, “so 
do their survival chances and reproductive fi tness improve” (Boisot & 
Child, 1999, p. 238). The more turbulent and varied the environment, the 
greater the need to match environmental demands by keeping in play a 
range of possible responses. From this standpoint, the ability to impro-
vise is one of the most important skills that crisis teams can cultivate.

This kind of improvisational fl uency is one of many ways in which 
organizations can cultivate their adaptiveness, keeping in play a range 
of strategies that might dovetail with various aspects of a changeable 
environment. This adaptiveness complements other approaches that we 
have already discussed. First, it supports the redefi nition of the leader as 
someone who guides rather than controls. Second, adaptiveness encour-
ages the cultivation of close relationships among top management in a 
crisis team, requiring each to maintain a network of relationships with 
rank-and-fi le employees that provides input to the crisis team, as well as 
a web of adjacent micro interactions through which change can diffuse 
throughout the system. Knowledge/awareness and adaptation allow an 
organization to seize opportunities in a complex environment rather than 
resist change. In the next section, we argue that these qualities allow an 
organization to absorb complexity rather than attempt to reduce it.

Complexity Absorption

It is the effort to achieve certainty, stability, and control that fundamen-
tally distinguishes mainstream crisis management from complexity-
based thinking. For both managers and publics, one of the worst chal-
lenges in a crisis is the sense of being out of control, of not knowing 
what will happen next. Therefore, as Heath and Millar (2004, p. 9) 
pointed out, “A crisis can be viewed as a struggle for control. Persons 
who are affected by a crisis look to responsible parties to control their 
actions or to create actions that reduce the harm of the crisis.” Yet crises 
are all about uncertainty and lack of control, a factor that can create 
a number of negative repercussions. Tyler (2005) argued that “it seems 
impractical if not unethical to keep insisting that managers must regain 
control. . . . [That] may only exacerbate what is already a highly stressful 
and diffi cult situation for most organizational employees” (p. 569). The 
strain of seeking to restore a perceived status quo or demonstrate control 
over ultimately uncontrollable circumstances can mean that these goals 
overshadow more productive ways of handling the situation at hand.

In contrast, complexity-based thinking affi rms lack of control rather 
than avoiding it. A complexity mind-set urges managers to tolerate 
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uncertainty, ambiguity, and change; to put less emphasis on managerial 
prediction-and-control responsibilities and more on a leader’s ability to 
guide and infl uence an organization in a positive direction. Although 
renouncing the status quo leads to short-term managerial discomfort, in 
the longer term organizations that tolerate a variety of potential responses 
to crisis and pursue a range of possible outcomes often adapt more suc-
cessfully to turbulent times than those that hold on to stability.

The two parallel approaches to crisis—complexity-based cultivation 
of requisite variety and a traditional goal orientation to restore the sta-
tus quo—express themselves in a set of behaviors relating to complexity 
reduction or complexity absorption. On the one hand, traditional orga-
nizations often react to a turbulent, complex environment by choosing 
behavioral strategies aimed at complexity reduction, which attempt to 
increase control and predictability in a struggle to contain the perceived 
complexity. Most crisis management experts recommend this complexity 
reduction approach in order to reduce confusion and get the crisis off 
the table at the earliest possible moment.

In crisis management, therefore, a high valuation on stability and cer-
tainty refl ects complexity reduction. Organizations that pursue a strategy 
of complexity reduction attempt to impose order on apparent anarchy 
by simplifying their internal structure, sharpening their goals, formaliz-
ing and centralizing decision-making processes, and seeking to achieve 
a state of predictable, stable equilibrium. Complexity reduction is the 
traditional approach taken by managers and often advocated by man-
agement books and MBA programs that defi ne good managers as “those 
who achieve stability and balance in a system, and are able to mini-
mize sudden and unpredictable change” (Ashmos et al., 2000, p. 580).
Those who fail to do so are less favored in a modernist regime that values 
order and predictability (Holtzhausen, 2000).

On the other hand, organizations may instead attempt to adapt to tur-
bulent times through complexity absorption. This type of approach aims 
to preserve “behavioural plasticity”; it involves “the creation of options 
and risk-hedging strategies” and tolerance for “multiple and sometimes 
confl icting representations of environmental variety” (Boisot & Child, 
1999, p. 238). Complexity absorption therefore involves acceptance of rapid 
change and the ability to accommodate multiple possible responses.

In its preference for multiplicity and aversion to specialization, com-
plexity absorption often runs counter to traditional approaches to cri-
sis management—for example, advice that organizations develop one 
detailed crisis plan to meet each of six categories in a crisis typology 
(Pauchant & Mitroff, 1992). In contrast, complexity absorption means 
that each of the various options and representations may fi t the prob-
lem situation less exactly than the goal-directed, data-driven plans often 
espoused by most crisis experts. However, the advantage of giving up 
exactitude and certainty lies in increased fl exibility and adaptiveness, 
so that “the range of environmental contingencies that an organism 
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can deal with in this way is greater than in a regime of specialization” 
(Boisot & Child, 1999, p. 238). Given the unpredictability of crises, it is 
more important to preserve options than to commit resources to rela-
tively narrow possibilities.

In fact, this fl exible approach is advocated by disaster experts. For 
example, after Hurricane Katrina hit New Orleans in 2005, Kathleen 
Tierney, director of the Natural Hazards Center, commented, “You don’t 
plan for an individual event. You set up a framework where you are able, 
fi rst of all, to analyze your vulnerabilities and then plan to address those 
vulnerabilities. . . . It is not a principle . . . that one plans for a single disaster 
or type of disaster” (Flatow, September 16, 2005). This kind of framework 
leaves a margin of strategic ambiguity that, if the crisis management team 
has appropriate skills and expertise, provides a rough guide without the 
cognitive or procedural limitations of a more traditional plan.

Organizations that absorb complexity do more than simply preserve 
multiple options. They also use three other adaptive types of strategies 
(Ashmos et al., 2000; Gilpin & Murphy, 2005). First, they gather ongo-
ing information about their own business and culture, their stakehold-
ers, and evolving conditions in their business and social environment. 
Second, they give priority to relationships, both internal and external; 
these networks both generate fresh knowledge and aid sensemaking by 
creating an arena for multiple voices. Third, organizations that absorb 
complexity are willing to be fl exible and to self-organize as they generate 
new information, then fresh knowledge, then revised goals. Each of these 
additional strategies fl ows from a fundamental principle of complexity-
based crisis management: the preservation of a requisite variety of view-
points and possible actions in response to a turbulent environment.

Of course, not all organizations need to absorb complexity. The need 
depends on the context: As long as events transpire in a historically 
predictable fashion, complexity-reduction techniques can be effective. In 
a predictable and stable environment, in which change happens slowly 
and crises are rare, organizations can afford to adopt a strategy of com-
plexity reduction based on codifi ed information, routines, and stan-
dards. That is the most effi cient management approach, and one that 
characterizes the dominant crisis management paradigm. For example, 
public utilities follow this type of complexity reduction strategy with 
respect to weather exigencies, preplacing public service announcements 
with radio stations and producing prewritten news releases about repair 
schedules. These measures work well when the future is predictable; it 
is really only a question of when severe weather will occur, not whether 
it will. However, this form of complexity reduction does not work when 
the need goes beyond information dissemination, when public opin-
ion becomes volatile and focuses on societal values and contingencies, 
as transpired in the case of Hurricane Katrina. In those cases, crisis 
managers need to absorb complexity by developing a range of possible 
responses that coevolve with changing events.
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This kind of crisis-prone and turbulent environment undermines the 
predictability, stability, and control that the dominant paradigm requires. 
Instead, by giving up a measure of control and effi ciency, organizations 
faced with crises gain critical adaptiveness that enhances their control 
over events in the long run.

In fact, despite the indirectness of using infl uence rather than control, 
organizations that practice complexity-based management can shape their 
own futures, at least to some extent. Complexity theory above all stud-
ies the emergence of order from unstable conditions. That order comes 
out of local interactions among individual agents, most of which are 
reasoned and not random. The eventual state of a complex system may 
be uncontrollable and unpredictable. However, even though the precise 
outcome cannot be foreseen, “the range of broad possibilities is, to some 
extent, determined by the simple rules, or the connections which were 
applied to generate the new order” (MacLean & MacIntosh, 2003, p. 150). 
From this standpoint, the character of the relationships that compose 
the organization operates as a type of parameter determining the char-
acter of the evolving organization, much as an initial algorithm shapes 
fractal patterns that emerge over a phase space. That is the reason that 
repeated crises strongly suggest a faulty organizational culture rather 
than bad luck or environmental pressures; the organizational culture 
sets the behavioral patterns that emerge over time. Organizational schol-
ars who use complexity theory therefore view crisis as “a non-desirable 
situation which might in fact be created and perpetuated by the same 
organizational actors who try to solve it,” so the crisis is “the conse-
quence of deterministic rules which originate from the actions of the 
organizational actors themselves” (Thiétart & Forgues, 1997, p. 120).

If actors create a crisis, then they have the power to shape its course. 
Thus it is inaccurate to assume, as some do, that lack of a crisis-plan-
ning document, linear goals, or a command-and-control structure means 
that organizations can do nothing to prepare themselves for crises but 
passively react to circumstances. The types of expertise and enactment 
inherent in complexity absorption specifi cally regard active engagement 
as a key to simultaneously learning about and shaping events. That is 
the reason that complexity-absorbing organizations look very much like 
enacting organizations as described by Daft and Weick (2001). Enacting 
organizations assume the world to be indeterminate, yet they actively 
engage with it rather than passively reacting to occurrences. In com-
parison with complexity-reducing organizations, they are less likely to 
rely on hard data or analytical decision models and are more involved 
in testing actions, experimenting with new processes and programs, and 
attempting to shape the environment through their behavior. Enacting 
organizations are heavily invested in learning by doing. Like the effec-
tive decision makers in Dörner’s (1996) simulations, managers in these 
organizations play an active part in the entire interpretation cycle, from 
awareness to sensemaking to learning.
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In addition, there are clear similarities between enacting organiza-
tions—or ones that behave in a complexity-absorbing manner—and the 
model of the expert organization described in chapter 7. This expert 
model relies on relationships and interactions in an effort to infl uence 
the environment by applying the skills of sensemaking: acting on infor-
mation and noting how those actions infl uence both the environment 
and the organization itself. These approaches focus on developing skills 
and knowledge, along with effective information sharing and learning 
processes, as a means of handling rapid, unforeseen change. These pro-
cesses are fl exible rather than rigid, situated rather than sweeping, sug-
gestive rather than prescriptive. Through interaction among individuals 
and groups, both within and outside perceived boundaries, the expert 
organization engages in continuous learning while simultaneously enact-
ing its knowledge. This approach creates the dynamic, emergent charac-
ter of organizations that operate as complex systems and that therefore 
constantly self-organize and evolve.

Different organizations will have different ways of encouraging com-
plexity absorption, some more successfully than others. Regardless of 
individual variations, however, all organizations can structure their 
change processes; all can infl uence the character of the change they want 
to implement. One way to do so is by understanding the “deep rules” 
that infl uence the organization’s response to its environment (MacLean 
& MacIntosh, 2003) and then attempting to reform dysfunctional aspects 
of that response. By so defi ning their identity, organizations essentially 
supply their own attractors, and they can thereby shape the characters 
of their own futures, even though they cannot control or predict their 
details.

Conclusion

As should be evident by now, a complexity-based approach to crisis 
management poses a challenge to researchers and practitioners accus-
tomed to thinking along positivist and rationalist lines. Organizational 
science is solidly entrenched in these modes of thinking, and changes 
may be hard-won. Managers and other experts who are heavily invested 
in the context of traditional crisis management may fi nd some of the 
ideas advanced in this book unsettling. In particular, the ideas of relin-
quishing close planning and of depending on improvisation appear to 
work against precepts long valued in the management community.

In the end, however, what we are recommending is not a radical break 
but a further step in the evolution of a fi eld. During the past few years, 
events have repeatedly shown that classic, goal-oriented, closely planned 
crisis management is not optimal in most exigencies. What we have 
done is to supply a new model—that of complex adaptive processes—
that provides a full explanation of where and why traditional crisis 
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management falls short, as well as a theoretical basis for the shortfall. 
In addition, we have suggested a comprehensive theory that guides such 
approaches, emphasizing the confl uence of complexity theory, expert 
knowledge, and enacting organizations. This book itself is embedded in 
a growing context of scholarship that argues against a tightly managed 
approach and for participation by multiple voices in crisis preparations 
by generating identity/attractors, devising solutions to existing problems, 
and helping with repair efforts if a crisis strikes.

Broadly, we urge a paradigm shift for crisis management in which 
uncertainty, adaptiveness, and improvisation replace certainty, goal ori-
entation, and control. We do not argue that complexity thinking should 
completely replace traditional management approaches in all cases, but 
we do recommend matching the tools to the job at hand. For example, 
there will be instances “where we have statistical confi dence that inter-
actions between variables are highly stable over time,” such as associa-
tion between educational level and salary (Elliott & Kiel, 1997, p. 71). 
In these cases, a classic control-and-prediction model works well. This is 
the realm of known limits—“the only legitimate domain of best prac-
tice” (Snowden, 2002, p. 106)—in which organizations can appropriately 
impose order and create predictable environments so they can conduct 
their customary business. However, by defi nition crises do not occupy 
this known space; complexity-based crisis planning works best in a 
realm of uncertainty, lack of control, and emotion. As McKie (2001) 
pointed out, reductive management beliefs should not disproportionately 
infl uence the “people-centered and unpredictable” (p. 80) world of com-
munication and organizations.

At the risk of oversimplifying, we have drawn stark contrasts between 
complexity-based thinking and traditional crisis management in order 
to make our points more clearly. However, the two approaches are not 
always diametrically opposed. Indeed, many of our recommendations, 
such as a leader who facilitates change and a participative management, 
fi t comfortably within traditional management thinking. These common-
alities can make it easier for managers to evolve from current rationalist 
crisis planning approaches to an adaptive, complexity-based approach.

In this book we have made a start. However, the passage from theory 
to practice is essential if organizations are to meet the demands of an 
increasingly tightly coupled world. That will happen only if decision 
makers are persuaded that complexity theory has pragmatic value in an 
organizational context. Historically speaking, science does not become 
accepted as part of the mainstream unless those in a position of power 
are prepared to mobilize resources to support its legitimacy. In mak-
ing that switch, managers can contribute to the emergence of a new 
type of crisis management that genuinely addresses the complexity of 
our turbulent world.
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